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1.Introduction

([Moha67]) has incorporated the use of more than one estimator. This is what is now known as mixed estimation method
in single-phase sampling. The use of mixed estimation over the years has been confirmed to enhance the efficiency of any
estimator by ([OGUNS19]). Some notable authors that have use this method include ([SINNS67a]) and ([SINNS67b]),
([SSS78]) and ([TSS09]). This study is extending the work of ([KS13]) into mixed estimation (Ratio-cum-regression) by
combining ([KS13]) improved ratio and regression estimators in the order of ([KC05]). The proposed estimator shall assume
that both the study and the auxiliary variables have no extreme value in their distributions. This proposed estimator shall be
called NEV. This study shall test the performance of NEV theoretically, empirically and using percentage relative efficiency
against the improved ratio estimator of ([KS13]), the improved ratio estimator of (JAK14]) and the improved regression
estimator of ([AK14])

2. METHODOLOGY

2.1Review on ([S72]) Correction Factor

([S72]) has advanced solution to extreme value by introducing a correction constant ¢ such that if there exists extreme large
value in a distribution and y,  is the sample mean using Simple Random Sampling without Replacement (SRSWOR),
then ¢ will be subtracted fromy,  to obtain the corrected mean. This is stated as:
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Y1 = Yimax — € €y

Likewise, if there exists extreme low value in a distributionand y, . is the sample mean with SRSWOR, then ¢ will
be added toy, . to obtain the corrected mean. This is stated as:

y1 = ymin tc (2)

This can be written in a compressed form as
¥ + cif samples contains Yy, but not Yy,ax
y1 =1 ¥ — cif samples contains yYp,q, but notyp, 3)

y for all other samples
c is the correction constant. The minimum variance of ¥, up to first order of approximation is given as:

_ ANy
Var(y1)min — 2N-D (4)
where A, = (Vmax—Ymin) and the optimum value of c is given as
Ay
Covt = FN—1) ()

2.2 Review on ([KCO05])
([KCO05]) has advanced an estimator, which was derived from the combination of the regression estimate of ¥ and the
estimator of (JA-DO03]). ([KCO05]) estimator is given as:

s AN At 5 o 5 -
V2 =Y (f1) (fz) + by (X — X1) + b (X, — X3) (6)
where a, and a, were real numbers and b; = Ssyz"l, b, = Ssyz"z . Here, S2 and SZ, are the sample variance of
X1 X2

x; and x, and S,,,, , Sy, are the sample covariances between y and x; and between y and x, respectively. The

MSE is given as:
MSE, i, (7,) = Asf[l +cf 4 cF 4 2¢10p5,5, — 2C1Pyx, — Zczpy,zz] )
2.3 Review on ([KS13]) ratio estimator

([KS13]) has proposed an improved ratio estimator using one auxiliary variable with extreme value. The estimator is
given as

7, = 2N R ®
xC21
The corresponding MSE is given as:
_ _ A(Ay — RAx)?
MSE(§3) ope = M(Yr) — T2N=D) 9

where M(yg) = YZA(CyZC,'é’ — ZpynyCx) , is the mean square error of the conventional ratio estimator.

2.4 Review on ([KS13]), Regression Estimator
([KS13]) has proposed an improved regression estimator using one auxiliary variable with extreme value. The
estimator is given as

.)_14 = }_1(111 + b (X -‘fC21) (10)
with the corresponding MSE as
_ _ A(Ay—BAx)?
V G =M () — G

, (11

where M (7;,) = 1S5 (1 - pf,x) and b is the sample regression coefficient.
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2.5 Review on ([AK14]) Ratio Estimators

([AK14]) has proposed an improved ratio estimator using two auxiliary variables with extreme value. The estimator

is given as

S AYE
Vs yC11 21C21 22c31 )

The corresponding MSE is presented as

/‘{.(Ay - Rlel - RzAXz)Z

MSE (¥5) opt = M(Fgz) —

where M(Jgy) = A(S2 + RZS2, + R2S2, + 2R RySy,x, — 2R,

2(N—-1)

2.6 Review on ([AK14]) Regression Estimators
([AK14]) has proposed an improved regression estimator using two auxiliary variables with extreme value. The

improved regression estimator of (JAK14]) is given as

Vo = J_/cll + by (X - f1c21) + b, (X - f2C31)'

The corresponding MSE given as

Vi — A(Ay—B1Ax1—B-A 2
MSE(y6)optEM(ylr)— (Ay—B1Ax1—B2Ax5 )

where M(7;,) = AS2(1 — p2,, — P2y, + 2Pyx,Pyx,Prx,x,)- Similarly,

2(N-1)

(12)

(13)

B1 = Pyx, SSTY and f, = pyy, SSTV are the population regression coefficient between y and x; and between y and
1 1

xZ.

3.Proposed Mixed Estimator (NEV)

This study has extended the ratio and regression estimators of ([KS13]) into mixed estimation without correction for
extreme values. It has also extended the number of auxiliary variables from one to two. The proposed mixed estimator
and the reviewed estimators were tested theoretically, empirically and with the use of percentage relative efficiency
analysis under High maximum Extreme values and Low minimum Extreme values. The correction factor of ([S72]) is

used only were necessary.

The proposed estimator (NEV) is presented as:

_ Y\ o = _
Vst = (-_) X;+b(X; — X5)
Xq

The relative error terms are defined as

y-Y _

& = Tﬁ y =
fl_)?l _
6= —%— =% =
1
=X
$2= X = xZ =
2

such that

YA +e) )

Xi(1+¢e)y,

X,(1+¢g)
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E(gy) =E(g) =E(5,) =0, E(e3) =E [}7;7] _ (y-Y)2
Var(y) _ 2,

E(gg) = }72 - ﬁ y
Var(x A
Similarly, E(s?) = —( ) = = S} (18)
X, X2 a
Var(x,) A
E(e}) = %,  ~ % 5%, J
y=Y|[x - X,
R ey
This implies that
E(:)_’_Y)(f1_)?1) A
E(gogl) = Y)?l = Y_XISyxl
o EG-NE-X) _ 2
Similarly, E(gye;) = 7x, = 7—)?25”2 1 (19)
E(x, — X)X, — X,) A
E(Elgz) = Xr’?z = X1X2 Sx1x2
Substituting equation (17) into equation (16), gives
Y (14 &)X, _ _

Ve =—=—""—+b|X, — (X, (1

Vst X1(1+£1)+ (X, — (X, (1 +¢,))]

Ve =Y (1 + &)1+ &) — bXye,

Applying Taylor series, and expanding (1 + &;)~* up to 2nd order of degree
.}_}St = 7(1 - 51 + 512 + 50 - 5081) - bgz)?z
Bias(yst) = E(}_’st - 7)
But }_/St_yz 7(1_81‘}'8% +€0_£0€1)_b€2)?2_}7
Vse =Y =Y(eo — & + €] — g9&1) — be X,
(20)

E(yse = V) = E(Y(gp — &, + €] — g9&1) — be, X,)
Substituting equation (19) into equation (20), gives

— o = A
EGae-Y) =Y [X_lz Sngl - Y_&Syxl]
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since E(g,) = 0, this implies that

- < YA YA
E(Ge—Y) = X2 S;?l _y_ﬁsyxl

_ _. R:2 RiA
E(ySf Y)=%S§1 % Syx1
This implies that
o RiA
Bias(Vse) = [RiS%, = Sy @1

MSE (Js:) = E(¥se — Y)?
MSE(¥g) = E(Y (g — &1 + €2 — g481) — b, X,)?
E(Y2el + Y%e? — 2Y%¢pey + b2e3X2 — 2bX,Yege, + 2bX,Ye €5)
= E[Y2(e2 + Y2e? — 2V2¢yey) + b2e2X2 — 2bX,Y(go85 + £185)]
Applying expectation,
]+b2)?22%2 sz

S Y2 y X12 X1 YX1 yX1 YXZ yx2 X1X2 X1X2

MSE (§s:) = A[S2 + R%S% — 2R,Syy | — 2bAS,,, + 2bRyAS, ., +b?ASZ,

MSE (Js) = A[S2 + R3S%, — 2R,S,y, — 2bS,y, + 2bR; Sy »,+b?S2,] (22)
To obtain the b,y , differentiate equation (22) and equate to zero.
A[MSE (ys)]
dab B
- Syx, = RiSy,x
bopt = 2 S)?Z =2 (23)
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To obtain the MSE (Y5 ) min , SUbstitute equation (23) into equation (22)

+ ZA[RISMXZ - Syxz 2

X2

2
Syxz - Rlsxlxz]

— S - R]_S
MSE G = 2155 + RIS, = 2i5ye] + 255, | 225 I[P
X2

2
R:S 2(R.S —
MSE (Yst)min = {(52 + R 5931 - 2R; yxl) +( YX2 521 x1x2) + ( 19x1%3 — ng)z( yx2 xlxz)}
X2 %
(S)?Z (SJ% + Rfs)?l — 2R yxl) + ( yxz R15x1x2)2 + Z(RlsleCZ yxz)( yxz X1XZ))

2
Sz,

MSEG) s, = A {5,%2(55 + RIS2 — 2R,Syy,) — (SZ, + R3SZ ., — 2R15yx25xm)}
st/min —

2
S5,

- R SX1X2)
Sz,

MSE (Vo) min = AMSZ + RISZ — 2R,S,,} — /1( yrz
Or

2
Sor. — R{S
MSE (Ys)min = A{SZ+ R2SZ —2R,S —( Y*2 1Sx47,) (24)

yx1 S2
X2

4 Results and Discussions

4.1 Theoretical Analysis
The theoretical comparison of the proposed estimators with the reviewed estimators is followed by empirical analysis
and percentage relative efficiency analysis.
The condition for the theoretical analysis is if MSE (¥st)min — MSE (¥3)min < 0. ¥, is more efficient than y;;
otherwise reverse the decisions in favour of ;.
4.2 Comparing MSE of NEV with the MSE of ([KS13]) Improved Ratio Estimator

MSE(yst)min - MSE(y3)min <0

2
(Syx, — RiSy.x,) RS,y1 A(Ay — RAx)?
{/1 S} RESE, = 218, — gt =2 [s3+ Ros3 - 222 - e
2
2
(Syx, = RiSxyx,)
A| RS2 — 2R,S,,, — 2 = Lz l
X
RS A(Ay — RAx)?
—1R2G2 XY 4 _
ARS] +2—=322 =1 <0 (25)

This implies that y; is more efficient than y;.
4.3 Comparing the MSE of NEV with the MSE of ([AK14]) Ratio Estimator
MSE(}_/st)min - MSE(ys)min <0
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g

= ) (Syxp— R15x1xz)

— RS
SZ 4 RS2 —2R,S,. e = 3 ) l}
X2

— {/1(5; + RS2 + R3SZ, + 2RyR,Sy,x, — 2RySyx, — 2R1Sy,) —

A(Ay - Rlel - Rzsz)z
2(N — 1)

sx2
{A[R3SZ, + 2RyR,S, 2, — 2R5Syx,] —
This implies that y,, is more efficient that y5

A(Ay—Rle1—R2Ax2)2

T } <0 (26)

4.4 Comparing the MSE of NEV with the MSE of ([AK14]) Regression Estimator
MSE(:)_’st)min - MSE(76)min <0

This implies that
Sy, — RiSex,)” sz s2 Sy, S
{A S2+ R3SZ —2R,Sy,, — (Sys S%: rur2) B — 282 [1 — b2 Siy; — b2 S";] + 282 [2191 5, 1 p, S"Z ﬁ
A(Ay — by Ax; — byAxy)?
2(N-1)

The efficiency of ¥y, over ys will be determined empirically using equation (27)
5. Empirical Analysis
In the empirical comparison, R statistical software was used to write and compile 728-line code to stimulate and
following the normal population of a pre-defined mean and standard deviation of a twenty population. The essence of
twenty stimulated population is to test the efficiency of the estimators asymptotically (that is with different populations
and sample sizes). Each population has one study variable Y and two auxiliary variables (x,, x, ) with the exception
of ([KS13]) with one auxiliary variable. The code was developed to compare the estimators under two conditions. The
conditions are High Maximum Extreme Value (HMaEV) and Low Minimum Extreme Value (LMIEV).

<0 (27)

Tablel: Rank and Comparison of the proposed estimator with the reviewed estimators for the twenty
stimulated populations for HMaEV cases

| Populations 1 2 3 4 5 6 7

MSE (¥s:) 9969.802  3844.868  10257.3 894547  7904.129 9118.818  10692.95
MSE (¥5) 253180.2  92865.49  271747.6  226558.7  193342.2 254878.2  313252.8
MSE (¥s) 13928.04  7307.471  16462.41 1439379  12197.14 16976.95  22577.38
MSE (¥¢) 9572.582 42431  10553.71  8893.569  7672.536 10508.48  12693.74

nk MSE( ¥,,) 2 1 1 2 2 1 1

nk MSE( ¥3) 4 4 4 4 4 4 4

nk MSE( ¥s) 3 3 3 3 3 3 3

nk MSE( ¥s) 1 2 2 1 1 2 2

Table2: Rank and Comparison of the proposed estimator with the reviewed estimators for the twenty
stimulated populations for HMaEV cases continues

| Populations 8 9 10 11 12 13 14
MSE (¥s:) 14054.15 24199.44 27390.01 32016.56 41112.32 15676.78 17689.88
MSE (¥3) 419045.3 754112 923106.7 1177701 1612307 573734.1 667053.4
MSE (¥s) 27112.14 34497.47 50521.47 62759.85 88084.77 45497.15 50967.38
MSE (¥¢) 15921.55 23275.36 29689.32 38058.76 48689.05 23201.94 26482.01

nk MSE( ys;) 1 2 1 1 1 1 1

nk MSE( y3) 4 4 4 4 4 4 4

nk MSE( y5) 3 3 3 3 3 3 3

nk MSE( y,) 2 1 2 2 2 2 2
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Table3: Rank and Comparison of the proposed estimator with the reviewed estimators for the twenty
stimulated populations for HMaEV cases continues

Populations 15 16 17 8 19 20 rrall
king
MSE (¥,) 115012.2 40820.85 34655.54 114867.1 3177875 666269.9
MSE (y3) 6258080 1956279 2026384 7303558 31577741 90611571
MSE (ys) 174441.8 139203.4 184225.9 452657.2 1432352 3191902
MSE (¥¢) 111874.1 68002.77 79395.13 192497 629051 1290081
K MSE( ¥gr) 2 1 1 1 1 1 1
k MSE( 73) 4 4 4 4 4 4 4
ik MSE( ¥5) 3 3 3 3 3 3 3
1K MSE( ¥6) 1 2 2 2 2 2 2

Table4: Comparison of the proposed estimators with the reviewed estimators for the twenty stimulated
populations for LMIEV

Populations 1 2 3 4 5 6 7

MSE( y:) 5055.9794 11212.1637 15542.0748 10960.398 15646.7526 15604.1283 10184.2256
MSE (¥3) 62526.0429 80547.27837 95128.42097 91465.53736 108745.356  94488.16596 109258.909
MSE (¥s) 7530.87287 11565.93007 15222.01492 12934.9066 17750.6313 15748.2352 14597.4654
MSE (¥6) 5095.52272 9645.987777 13355.4278 9921.678177 13977.5592  13385.63772 10373.735

1k MSE( ¥g) 1 2 3 2 2 2 1

1k MSE( 73) 4 3 4 4 4 4 4

1k MSE(¥s) 3 2 2 3 3 3 3

1k MSE( 76) 2 1 1 1 1 1 2

Table5: Comparison of the proposed estimators with the reviewed estimators for the twenty stimulated
populations for LMIEV cases (continue)

\ Populations 8 9 10 11 12 13 14

- MSE(y,) 39935011  32557.2075  40727.7258  36032.6038 291583298 86656.3293 74320.0911
MSE (y3) 05446.317 117322.785 86960.1988 91591.5829 144668.6619 99446.11086 62115.4812
MSE (¥s) 11630.5049 32116.9394 36588.7598 33135.9329 33323.84253 70175.05245 61616.8991
MSE (y,) :8836.7787 27993.4493 34131.6335 30228.739 26280.09414 72475.27807 61926.4792

ik MSE(¥,) 3 3 3 3 2 3 4

ink MSE( ¥3) 4 4 4 4 4 4 3

ink MSE( ys5) 2 2 2 2 3 1 1

ink MSE( %) 1 1 1 1 1 2 2
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Table6: Comparison of the proposed estimators with the reviewed estimators for the twenty stimulated
populations for LMIEV

\ Populations 15 16 17 18 19 20 erall Ranking
MSE( yg,) 89598.9762 91014.7522  110285.8414  160817.7648 20948231.13 1860028.551
MSE (¥3) 111018.1903  120989.8886  500293.3261  223833578.3 3130175596 367888798.1
MSE (¥5) 72291.75637  71855.23721  86482.73769  1150713.922 32801061.58 22311430.98
MSE (¥6) 74927.23977  76224.78422  95954.58546  515671.6613 920584.0752 2969628.188
ik MSE(¥,) 3 3 3 1 2 1 2
ink MSE( ¥3) 4 4 4 4 4 4 4
ik MSE( ¥s) 1 1 1 3 3 3 2
ik MSE( ) 2 2 2 2 1 2 1

Table 7 :The Relative Efficiency (RE) of estimators developed by ([KS13]) ratio, ([AK14])regression and ([AK14]) ratio
The proposed estimator for the twenty simulated populations (measured in percentages)

Populations 1 2 3 4 5 6 7
RE(Yg/ ¥3) 2539.471 2415.31 2649.311 2532.664 2446.091 2795.08 2929.527
RE(Vs/ ¥s) 139.7022 190.0578 160.4947 160.9059 154.3135 186.1749 211.1427
RE(Yg/ ¥e) 96.01577 110.3575 102.8898 99.4198 97.06998 115.2395 118.7113
RE(y5/ ¥3) 1817.774 1270.829 1650.716 1574.003 1585.144 1501.32 1387.463
RE(y¢/ ¥3) 2644.848 2188.624 2574.9 2547.444 2519.925 2425.453 2467.773

RE(Y¢/ ¥s) 145.4993 172.2201 155.9869 161.8449 158.9714 161.5547 177.8623

Table 8: The Relative Efficiency (RE) of estimators developed by ([KS13]) ratio, ([AK14]) regression and ([AK14]) ratio with the
proposed estimator for the twenty simulated populations (measured in percentages)

Populations 8 ) .0 A 2 3 4
RE(Vs/ ¥3) 1.649 6.237 0.232 8.412 1.712 9.771 0.82
RE(¥s/ ¥s) 9121 5548 4522 0231 2539 0.22 116
RE(Ys/ Vo) 2872 8138 3947 8721 4293 002 7015
RE(Js/ ¥3) 5.6 5.992 7.157 6.52 0.404 1.033 8.785
RE(Ys/ ¥3) 1.938 9.958 9.221 4.428 1.437 2.785 8.892
RE(¥s/ ¥s) 2858 2145 1672 9025 9129 092 4603
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Table 9 : The Relative Efficiency (RE) of estimators developed by ([KS13]) ratio, ([AK14]) regression and ([AK14]) ratio with the
proposed estimator for the twenty simulated populations (measured in percentages)

Populations 15 16 17 18 19 20 'rage

RE(Ys/ ¥3) 5441.231 4792.354 5847.216 6358.266 9936.746 13599.83 4439.096
RE(Vs/ ¥s) 151.6724 341.0105 531.5915 394.0703 450.7264 479.0704 252.9733
RE(Ys/ Vo) 97.27153 166.5883 229.0979 167.5823 197.947 193.6275 132.2343
RE(ys/ ¥3) 3587.488 1405.339 1099.945 1613.485 2204.607 2838.796 1768.62
RE(Y¢/ ¥3) 5593.858 2876.764 2552.278 3794.116 5019.901 7023.709 3230.413
RE(Y¢/ ¥s) 155.9269 204.7025 232.0368 235.1503 227.7005 247.4186 182.9955

Tablel0: The Relative Efficiency (RE) of estimators developed by ([KS13]) ratio, ([AK14]) regression and ([AK14]) ratio with the
proposed estimator for the twenty simulated populations (measured in percentages)

Populations 1 2 3 4 5 6 7
RE(Vs/ ¥s) 148.9498 103.1552 97.94069 118.0149 113.4461 100.9235 143.3341
RE(Ys:/ ¥e) 100.7821 86.03146 85.93079 90.52297 89.33201 85.78267 101.8608
RE(Ys/ ¥3) 830.2629 696.4185 624.9397 707.1217 612.6281 599.9921 748.4786
RE(Ye/ ¥3) 1227.078 835.034 712.2828 921.8757 777.9996 705.8922 1053.226
RE(¥e/ ¥s5) 147.7939 119.9041 113.9762 130.3701 126.9938 117.6502 140.7156

Tablell: The Relative Efficiency (RE) of estimators developed by ([KS13]) ratio, ([AK14]) regression and ([AK14]) ratio with the proposed estimator for the twenty
simulated populations (measured in percentages)

Populations 8 ) .0 11 2 3 4
RE (Y5 /V3) .1955 3589 516 .1909 .1487 7592 57832
RE(¥4,/¥s) 14868 4771 13747 16097 2858 18087 )0746
RE(Ys:/ Vo) 33027 18234 30442 39274 .2894 3353 32401
RE(¥s/ ¥3) 3691 .2988 6692 4117 1296 7115 8092
RE(Y¢/ ¥3) .6661 .108 7789 .995 4876 2138 .3052
RE(Y¢/ ¥s) .6881 .7302 199 6173 .8026 32619 50008
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6. Discussions

Theoretical Analysis

The comparing the proposed estimator NEV (¥;) with the ratio estimator of ([KS13]), (¥3). It is obvious from equation 25 that NEV
(st) is superior to (y3). In addition, comparing NEV (¥,;) with the ratio estimator of (JAK14]), (y%5)- it could be seen from equation
26 that NEV (y,,) is efficient over this estimator. Finally, comparing NEV (¥,;) with the regression estimator of ([AK14]), (¥¢) using
equation 27, the result here could not be determined theoretically therefore an empirical analysis has been used.

Empirical Analysis

High Maximum Extreme Value (HMaEV) Case

It is revealed that (¥,,) has a smaller MSE when compared to that of

([KS13]) ratio estimator (¥3)

([AK14]) ratio estimator (ys) and

([AK14]) regression estimator (¥) .

Hence, it’s ranked first among the estimators. This means that for HMaEV case. NEV (j; ) is asymptotically efficient over all the
reviewed estimators.

LMIEV CASE

Comparing NEV (¥,.) with the reviewed estimators using their MSE for the LMIEV case

It is revealed that (¥,,) has a smaller MSE when compared to that of

([KS13]) ratio estimator (y;) and ([AK14]) ratio estimator (¥5) but a bigger MSE when compared to ([AK14]) regression estimator
(¥6). Hence, it is ranked second. This means that for LMIEV case, NEV (¥;) is efficient over ([KS13]) ratio estimator () and over
([AK14]) ratio estimator (¥5) but not over ([AK14]) regression estimator (y;). The observed difference here between the HMaEV
case and the LMIEV case could be due to shift in the line of best fit. Hence, there is the need to know by what percentage is one
estimator efficient over the other. This necessitates the use of percentage relative efficiency analysis.

Percentage Relative Efficiency

Using the percentage relative efficiency, table 9 reveals that y.(NEV) is 4439.096%, 152.9733%, and 32.2342% relatively efficient
over ys, ys and y, respectively for the HMaEV cases. Likewise, table 12 reveals that y,;, (NEV) is 9011.197% and 89.3562%
relatively efficient over y; and ys respectively but less efficient by 1.25367% to y,.for the case of LMIEV. This implies that the
proposed estimator is partially efficient over ¥, but asymptotically efficient over the rest of the reviewed estimators.

7. Summary

This research work had extended the work of ([KS13]) into a mixed estimation (Ratio-cum-regression) in single phase sampling
without replacement. The proposed estimator was a combination of the improved ratio and regression estimators of ([KS13]) without
extreme values (NEV) correction of ([S72]). The mixed estimator was combined in the order of (KC05) while following the procedure
of ([AK14]). This proposed estimator used one study variable and two auxiliary variables without the presence of extreme values in
its distribution and assumed that the population information of both the study and auxiliary variables were available.

This study has made theoretical and empirical comparison of the proposed estimator with the reviewed estimators. The efficiency of
the proposed estimator had been established using the Mean Square Errors (MSE). Similarly, the biases of the proposed estimator
were ascertained in the empirical analysis. Finally, this study also made use of percentage relative efficiency analysis in other to
ascertain by what percentage was the proposed estimator efficient over the reviewed.

8. Conclusion

The proposed estimator No Extreme Value (NEV) was asymptotically efficient over the reviewed estimators except in comparison
with the regression estimator of (JAK14]) where it was partially efficient.
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