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A study of the stability of an amplitude-dependent exponential
autoregressive model with application
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Abstract

In this paper we studied and found the stability conditions of the
(AEXPAR) model by using a dynamical approach and by adopting the
linear approximation technique.
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1-Introduction:

Linear models, in time-series analysis as well as in many other areas,
have been widely investigated and applied in handling real-life data. In
the last four decades, many authors have questioned the omnipresence of
linear approaches, and thus time-series analysis has moved towards the
nonlinear area due to the complexity of most measured time series
characterizing. Much attention has been given, in this respect, to bilinear
models, threshold models, random coefficient autoregressive models.

Haggan and T. Ozaki studied in (1981) Modeling nonlinear random
vibrations using an amplitude-dependent autoregressive time series
model.[3]

Ozaki mn(1982)proposed a dynamic approach in order to find the
necessary and sufficient condition for stability of exponential
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autoregressive models. This approach is a local linearization technique
used to find the approximated linear autoregressive model near the non-
zero singular point of a nonlinear model.By using a variational equation
near the nonzero singular point of an exponential autoregressive model.
Ozaki finds the necessary and sufficient condition for existence and
stability of a nonzero singular point of (EXPAR) model, furthermore he
finds the stability condition of a limit cycle if it exists[1 ]

T.0Ozaki,J.C.Jimenez,R.Biscay and P.Valdes studied in (1999) the
Nonlinear time series models and Neural dynamical systems. Especially
continuous time deterministic and stochastic dynamical system models
and nonlinear autoregression model. (EXPAR) considered from the view
point of prediction [7]

Kentaro Ishizuka, Hiroko Kato and Tomohiro Nakatani studied
in(2005) a speech signal analysis approach that uses the exponential
autoregressive (EXPAR) model. In real speech signal, the amplitude and
frequency are fluctuating randomly.These fluctuations are non-Gaussian
and have nonlinear dynamics. [4]

Jelloul Allal and Sai"d El Melhaoui studied in(2005) the problem of
detecting the eventual existence of an exponential component in an AR(1)
model, that is, the problem of testing ordinary AR(1) dependence against
the alternative of an exponential autoregression [EXPAR(1)] model,was
considered. A local asymptotic normality property was established for
EXPAR(1) models in the vicinity of AR(1) ones. Two problems arose in
this context, which were quite typical in the study of nonlinear time-series
models. The first was a problem of parameter identification in the
EXPAR(1) model. A special parameterization was developed so as to
overcome this technical problem. The second problem was related to the
fact that the underlying innovation density had to be treated as a nuisance.
The problem at hand, indeed, appeared to be nonadaptive. These
problems were solved using semi-parametrically efficient pseudo-
Gaussian methods (which did not require Gaussian observations).[2]

Mika Meitz and Pentti Saikkonen studied in(2006) the stability of
nonlinear autoregressive models with conditionally heteroskedastic
errors. They consider a nonlinear autoregression of order p (AR(p)) with
the conditional variance specified as a nonlinear first order generalized
autoregressive conditional heteroskedasticity (GARCH(1,1)) model.[5]

Definition 1 :A singular point of x, = f (XH 3 X, g peeeeees X, p) 1s defined

as a point, which every trajectory of x, = f (xt_l,xt_z, ...... ,xt_p)
beginning  sufficiently near it approaches either for # — oo or for

t — —oo. If it approaches it for # — o0 we call it stable singular point
and if it approaches it for # — —oo we call it unstable singular point.

Obviously a singular point { satisfies { = f (4’ N A 6 ).[6]
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Definition 2: A limit cycle of x, = f (xt_l,xt_z, ...... ,xt_p) is defined as

an isolated and closed trajectory x,,;,X,,,,......, X,,, Where q is a positive

integer. Closed means that if initial values (xl yeeeeey X p) belong to the limit
cycle then (kaq s Xg kg oo X pikg ) = (xl yeeeees ,xp) for any integer k.

Isolated means that every trajectory beginning sufficiently near the limit
cycle approaches either for # — oo or for t — —oo. If it approaches it for
t — oo we call it stable limit cycle and if it approaches it for t — —o0 we
call it unstable limit cycle.[6]

Theorem 1:

Let {xt} be expressed by the exponential  model
X, = (¢1 + e )Xt—l +é&,

A limit cycle of period q X,,X,,;,X,;,.....,X,,,, Of the model is
orbitally stable if

Civg

t
For the prove see [6]

<1

Amplitude-dependent exponential autoregressive[AEXPAR]

models:

This model is a class of nonlinear autoregressive models. These models
were independently introduced by Jones(1976) and [Ozaki and Oda
(1978)]. The basic form of an AEXPAR model of order (k) is

X, = i[aj +B; e(_‘sx'z‘)]xt_j +¢&, (1)

j=1
Where 6 >0, {et} is white noise.[8]

The proposed model:
Let the model in equation (1) be given, for k=1 and by replacing [ ; by

f (x,_,) where

4 ; .
fj (xt—l) = zai+2 xt—j > J= 192939""9k
i=0

Then the proposed model will be as follows:

p . ( 2
J— 1 —5)(’71)
Xy = |:0£1 + (Zaiﬂ xt—jje :|xt1 + €,
i=0

[54]
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= X, = [051 + aze(—ax,,l) +o, X, e(_ax'*‘) T o +

p-2 (_5xr21):lx
a,x! e L tE

X, =ox, +a, x, e ) pgy x2 et

oxt) .. (2)

p-1 (
a,x,, e

Where o, ,a,,c;,...... ,o , are arbitrary constants.

Statistical properties for the proposed model

The singular point

To find the singular point of the model (2) we use the definition (1)of
the singular point and suppose that the white noise is neglected then we
have

C=a,l +a, e 4 ta,g e K
Since ¢ is small let {7 — 0for ¢ > 3; then we have:
C=a,l+a, ) va, g el @

-6¢? 2 —6¢°
¢ —a ¢ —ayée —ayCe =0

cjll —a, — aze_(w — a3cje_5§2 J= 0

Either { =0
Orll -, - aze_(w - a3cje_5§2 J: 0
—5¢7 —5¢7

52
1-a, —a{l—é@z +7§4 +}

Since { is smalllet ¢ — 0 for g > 3; then

[55]
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l-o, —at, +a,0(% —o,& =0

‘- ay +rjol — a5 )1-a, —a,)
20,0
This means that we get two singular points
a, +\/0532 Mo, 01—, —axy)
&1 = 20,0
\/a3 Ha,0)1-o, —a,)
2a,0

&, =

The stability condition for the singular point:

We will find the stability condition for the non-zero singular point as
follows :
put x, =& + ¢ ,s=tt-1 in equation (4) then we have:

C+8 =a (g +¢ ) ra,(d+E, )e e +a3(§+§t—1)26_5(§+§’4)2

C+¢ =l o +ae™ ) wag g+ )
+[a1+aze 2+) +a3(§+§t1) RS )kt—l

+E=ad +a, e pa (CH g e el
a,g, e s+ +a3(4/+4/t1)4/tle (€+e)

_6(4’-}_4’,‘—1 )2

Taylor expansion ofe can be calculated with respect to (;_1

as follows:
e 0Hen) 2 g0 287, +

C+¢ =al+a[ e —28e7°°¢¢, ]
vay (¢ + g Je o 200 g, ]
ta, 8, +a,d, [6_542 - 256_5424/4/:—1]
vaylcc, + ¢ e —2se g,
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C+8, =al +al +al’ +all,  +al, +o,l,  —a,80°C,
o 205254/4/,%1 - 2a25§2§f1 - 2a35§2§f1 + a34/é/t—l + 205354/24/,%1
since £, ¢, are very small and¢{, | — Olet £7¢, Y —> 0;Vp,q >1

é/t:(a1+a2_1+a3§)§+(a1+a2)§t—1 . (9
Then
é/t:A_l_Bé/t—l .. (6)

Where A and B are constant defined as follows:

A =(a1 +a, —1+a3§)§

B=a +a,

Equation (6) is a first order linear autoregressive model which is stable if
all roots of the characteristic equation

A-B+4=0
Lies inside the unit cycle

The stability condition of the limit cycle:
Let the limit cycle of period q of the propposed model(2) has the form

X, 3 X 15X 0eenen 2 Xppg =X, .The point x,,x, ; on a trajectory near the

limit cycle are replaced by x, + ¢, and x, | + ¢, |
respectively we find the following difference equation

¢, = T(xt—l)é/t—l )
Where T(x,)=a, + aze(_‘sxi‘) + 2a3xt_1e(_5x'2*‘) + 2a2xf_1e(_5x'2*‘)

It is not easy to solve difference equation with periodic coefficients. What
is required to know whether £, of (7) converges to zero or not , and this

t+
4! less than one or not.

can be checked by seeing whether

t
From the relation (7) we get:

[57]
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( t+q—1 )§t+q—1
(xt+q—1 )T(xt+q—2 ) §t+q—2
(xt+q—1 )T(xt+q—2 ) T(xt+q—3 )§t+q—3

Cirg

Il
’ﬂ’ﬂ’ﬂ

§t+q :lf[T( t+q— l)

i=1
ng ET( o) ®

Then by using theorem(1) the model (2) is stable iff

<1

[7(x..,..)

i=1

Examples:

We shall give two examples to explain the statistical properties for the
proposed model

Example(1)
Let the time series {xt} is given by the following model:
x, = 0.61547824x , +0.21134580 x e ™ +23 x>, ™" +&,...(9)
We shall use the above relation which we proved earlier for this example
1- The singular point

By using the relation in equation (5) we get

£ = 25! i\/af - 4a,6)1-a, -a,)

b2 20,0
¢, =04827 , £, =0.0034

2-The stability condition:
From the relation

gt :A+B§t—1
¢, =0.4523 +0.8268C ... (10

which is a first order linear autoregressive model.
From the characteristic equation of the model (10) we have the root

A =0.3745.

[58]
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Since 0< 0.3745<1 this means that the model is stable .and the
following figures show the stability of the model for different initial
values

Xo are Positive
1.515 T T T T

1.505 - -

1.495 ,

1.485 -

1.475 -

Xo are Negative
2 T T T T

10 15 20 25 30
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Xo are approximate to Zero

1.8

O [ [ [ [ 1

(0) 5 10 15 20 25

Fig(1)the series generated from model(9)
We can see from the above figures that it doesn’t depend on the initial
value, this implies that the proposed model has a limit cycle.

Example(2)
Let the time series {xt} is given by the following model:

x, = 0.61547824x , +0.91244080x e ™ +50x> e +¢,...(11)

We shall use the above relation which we proved earlier for this example
1- The singular point
By using the relation in equation(5) we get

¢ :a3i\/a32—4(a25)(1—a1—a2)
b2 20,0
g, =45.6308 , ¢, =-0.0088

2-The stability condition:
From the relation

gt :A+B§t—1
¢, =104132 +1.5279¢ .. (12)

which is a first order linear autoregressive model. From the characteristic
equation of the model (10) we have the root

A =-104131.

Since A =-104130 lies out the unit cycle this means that the model is
unstable .The following figures show the instability of the model for
different initial values

[60]
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Xo are Positive

10
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Xo are Negative

30

T T T

5 10 15 20 25

Xo are approximate to Zero

30

15

10

T T T

Fig(2)the series generated from model(11)
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Conclusions:
In this paper we studied and found the stability conditions of the
(AEXPAR) model by using a dynamical approach and by adopting the
linear approximation technique.
We find that the proposed model has a stable non-zero singular point if it
belongs to the interval [0,1](i.e.0 < { <1) and otherwise it will be

unstable, so that the proposed model is stable and it has a limit cycle if all

the roots of the characteristic equation lie inside the unit cycle i.e.
-1<A<I.
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