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1. Introduction

State Universities and Private Universities compete fiercely to produce high quality students in line with
developments in the world of education in Indonesia. The university strives to improve the quality and provide the best
education to students and the number of students who graduate on time or not_[1]. A university is important because it provides
timely information to many students, enabling them to make informed decisions and contribute to the growth of the university
[2]. The study program fulfills the three goals of higher education: teaching, research, community service, and management of
science and technology. The study program must have the ability to improve and guarantee the quality of the study program. In
study programs, students are university assets, student graduation must be considered, and the impact of study time on
university accreditation and study programs [3]. The current curriculum emphasizes creative learning, which aims to
encourage students to apply relevant knowledge in different situations. The transition and development of knowledge is crucial
for universities in developing countries [4]. The S1 Program at the Faculty of Humanities, Sebelas Maret University, Surakarta
is a study program that aims to prepare students for the current academic year. Completion of studies on time is a crucial
aspect for study programs to improve and increase the quality of education.

University success depends on students, who must meet certain criteria to complete their studies on time. Factors such
as lack of interest and time spent studying can affect the duration students spend studying. To improve the quality of learning
and increase research quality, a system that assesses students' potential is needed [5]. The performance of students in high-
quality educational institutions is crucial, as it is a characteristic of high-quality universities. Many definitions of high-quality
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students exist, and the quality of teaching is crucial. However, the quality of teaching cannot be predicted, and management
must take steps to ensure the quality of teaching, as this will affect university accreditation [6]. Study program data can be
processed quickly and accurately, which helps predict student study time, predict study periods based on data about students,
predict graduation, help evaluate programs, enable universities and study programs to produce precise and high-quality
graduates and data about graduating students can provide useful information for study programs if utilized optimally [7].

This paper is divided into several parts, namely the second part which contains the theoretical background, explains
the classification model used, describes the research flow and literature review. Section three explains the results and
discussion related to the implementation of the classification method and finally the conclusion of the results of this research.

In this research, a comparative test of the performance of the accuracy values of the K-Nearest Neighbor algorithm
and the Support Vector Machine was carried out as a classification method for predicting the study period of students in the
Bachelor of Law study program, Faculty of Law Sebelas Maret University, Surakarta, Indonesia. To apply this method, use the
rapid miner tool to find the accuracy value so that it can produce a predicted class from the student's study time [8].

2. Literature Review

In their study, Asril and M. Isa [4] used the K-Nearest Neighbor (K-NN) algorithm to predict student learning periods
based on their performance at the end of the study. The dataset used is an internal dataset from SQL Server. The study found
that the K-NN algorithm had a significant effect on student performance, with 93.2% of students achieving a good learning
status, 91.5% in total years, and 75.62% in total semesters. This suggests that the K-NN algorithm can be explained based on
student performance.

S. Alfere and Y. Maghari [9] investigated student performance based on K-NN classifications modified like K-NN
Cosine, K-NN Cubic, and K-NN Weighted. Data from Gaza high school students was used, with 30% for classification and
70% for training. The results showed that K-NN Weighted was the most accurate classification algorithm, with a 94.3%
accuracy rate and a faster time compared to other algorithms. K-NN Cosine had an 81.3% accuracy rate in the other two
algorithms.

Mailana et al [10] predicted student graduation timeliness using predictor variables like gender, marital status,
employment status, and Grade Point Average. Data from 2016 to 2019 was used, with 97 data from departments and graduates.
Results showed that SVM and C4.5 data mining techniques can accurately predict graduation timeliness for students at Al-
Hidayah University, Bogor, with SVM achieving 85% accuracy and C4.5 achieving 80% accuracy.

In their study, Budiyantara et al [1] highlighted the STMIK Widuri campus addressed the issue of decreasing student
graduation rates on time using data mining techniques. The research data comes from the STMIK Widuri Academic and
Student Administration Bureau's archives, focusing on students majoring in Informatics Engineering and Information Systems
during the academic years 2010/2011, 2011/2012, 2012/2013, and 2013/2014. The study used 242 data for instructions and
100 data for tests, comparing three methods: Decision Tree, Naive Bayes, and K-Nearest Neighbor. The results showed that
Decision Tree had the highest accuracy at 98.04%, Naive Bayes at 96.00%, and K-Nearest Neighbor at 90.00%.

Hairani’s research [11] aimed to improve the performance of the SVM method for classifying graduate students at
Bumigora University using KNN and k-means-SMOTEe imputation methods. The study involved collecting student
graduation data from 2009 to 2012, pre-processing it using KNNI and k-means-SMOTE, and testing its performance using f
measurements. The results showed that the integration of these methods resulted in an accuracy of 83.9%, sensitivity of 81.3%,
specificity of 86.6%, and f-measure of 83.5%, suggesting that the use of these methods can enhance the SVM method's
performance.

In their research, Rachmatika and Bisri [12] used data from the 2017/2018 academic year at Pamulang University
Teaching Information Technology Project and employed nine data mining methods. Two models, Random Forest (RF) and
Generalized Bayes (GBT), were found to be more effective than each other. RF showed higher accuracy rates in evaluation
using the AK-Reg.A and AKReg.B datasets, while GBT showed higher accuracy using the TI-Reg.A and TI-Reg.B datasets.
This suggests that RF is a suitable solution for evaluating college students' academic performance.

Haryatmi’s and Hervianti’s research [2] used 2181 data taken from 2009 to 2016. Age, gender, GPA, IPS 1, IPS 2,
IPS 3, IPS 4, major, credits, and study period are all used as student data attributes, student age is calculated from the date of
birth until the date the student registers at the University. Data processing uses the WEKA application using the confusion
matrix technique. The test results of the first group, which had 90% training data and 10% testing data, showed that the SVM
algorithm provided a very good accuracy value, namely 94.4%.

Wiyono et al [13] Accreditation depends on student graduation timeliness, and timely graduation leads to better
accreditation. Research on student performance using machine teaching algorithms like K-NN, SVM, and Decision Tree was
conducted using 1530 data from students at Harapan Bersama Polytechnic. The R Studio application was used to build a model
with training data, and the model was tested for accuracy. The comparison of the three algorithms showed that SVM had the
best accuracy of 95%, K-NN 94.5%, and Decision Tree 93% in predicting student performance.
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Zeniarja et al [6] A model is needed that can predict student graduation rates to be used as a basis for policy making.
By comparing the highest level of accuracy of several classification algorithms, such as Naive Bayes, Random Forest,
Decision Tree, K-Nearest Neighbor, and Support Vector Machine, the dataset used in the research amounted to 2293 records.
This data comes from students who graduated from the Bachelor of Information Engineering program from 2012 to 2017. In
this model, feature selection with the best features is used with twelve regular attribute features and one attribute as a label. It
is shown that the model is classified with the selected Random Forest algorithm, which has the highest accuracy value of
77.35% compared to other algorithms.

A summary of the results of previous research can be seen in the Table 1.

Table 1. Summarize The Result

No Reference Classification Method Accuracy
1 [4] K-Nearest Neighbor 93.2%
2 [9] K-Nearest Neighbor K-NN Weighted : 94.3%
K-NN Cosine : 81.3%
3 [10] Support Vector Machine and | SVM : 85%
C4.5 C4.5:80%
4 [1] Decision Tree, Naive Bayes | Decision Tree : 98.04%
and K-Nearest Neighbor Naive Bayes :96.00%
K-Nearest Neighbor:
90.00%
5 [11] Support Vector Machine 83.9%
6 [12] Decision ~ Tree, Random | The study consists of six
Forest, Gradient Boosted Tree, | classification models,
Naive  Bayes, K-Nearest | including DT, NB, kNN,
Neighbor, Logistic | LR, NN, MLP, and SVM,

Regression, Neural Network, | and two more powerful
Auto Multilayer Perceptron, | models, RF and GBT.
and Support Vector Machine | Both models have similar
performance but have
different performance
levels. RF has a higher
performance in evaluation
using AK-Reg.A and
AKReg.B datasets, with
90% accuracy, while GBT

has a higher
7 [2] Support Vector Machine 94.4%
8 [13] K-Nearest Neighbor, Support | K-NN : 94.5%
Vector Machine, Decision | SVM : 95%
Tree DT : 93%
9 [6] Naive Bayes, Random Forest, | It is shown that the model

Decision  Tree, K-Nearest | is classified with the
Neighbor, and Support Vector | selected Random Forest
Machine algorithm, which has the
highest accuracy value of
77.35% compared to other
algorithms.
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3. Methodology

This research proposes to compare the level of accuracy using the K-Nearest Neighbor and Support Vector Machine
classification algorithms to predict student study periods. The methodology includes the use of student data sets to classify
study period predictions. This research model produces a model that is evaluated using the accuracy performance measures
shown in Figure 1.

Student Dataset Collection

h 4

Preprocessing

h 4

Classification Modeling

K-NN Modeling SVM Modeling

Accuracy Comparison

Y

Best Accuracy Results

Figure 1. Proposed Methodology

3.1 Dataset Collection

The research method starts with data collection. Data collection was carried out in the Academic Section of the
Bachelor of Law Study Program, Faculty of Law, Sebelas Maret University, class of 2021, totaling 433 data. The exam dataset
has the attributes Student Name, Gender, 1st Semester IP, 2nd Semester IP, 3rd Semester IP, 4th Semester IP, 1st Semester
Credits, 2nd Semester Credits, 3rd Semester Credits, 4th Semester Credits, Credits, GPA, and Status. The dataset attributes
used in the name variable use the nominal data type, the gender variable uses the nominal data type, the Achievement Index for
Semesters 1 - 4 with the real data type, Semester Units 1-4 with the Integer data type, and Status with the nominal data type
with the correct class label. on time or late. GPA is the cumulative average points a student receives each semester. GPA is the
average value of learning outcomes, with a value of 0 indicating the lowest score and a value of 4 indicating the highest score
[14] SKS is a semester credit unit that has been taken by a student and status is a label for the class that contains accurate or
late in predicting the student's study period. The following student data and data and attributes can be seen in Table 2. The 12
attributes that have not been preprocessed can be seen in Table 2.
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Table 2. Student Dataset

Name Gender | GP1 | GP2 | GP3 | GP4 | SKS1 | SKS2 | SKS3 | SKS4 | GPA Status
Studentl Female | 3.87 3.69 3.71 3.83 20 21 24 23 3.77 | Appropriate
Student2 Female | 3.83 3.73 3.89 3.86 20 21 24 23 3.83 | Appropriate
Student3 Male 372 | 368 | 381 3.8 20 21 22 23 3.75 Late
Student4 | Female 3.91 3.86 3.81 3.92 20 21 24 23 3.87 | Appropriate
Student5 Female | 3.94 3.74 3.8 3.95 20 21 24 23 3.86 | Appropriate

Student Female | 3.87 3.96 3.93 3.91 20 21 24 23 3.92 | Appropriate
429
Student430 | Female | 3.76 3.87 3.89 3.95 20 21 24 23 3.87 | Appropriate
Student431 | Female | 3.91 | 3.84 3.9 3.93 20 21 24 21 3.9 Late
Student432 | Female | 3.54 3.59 3.67 3.82 20 21 24 23 3.66 | Appropriate
Student433 | Female 4 4 4 4 20 21 24 23 4 Appropriate

3.2 Data Preprocessing

Table 3. Attributes Before Preprocessing

No Variable Data Type
1 Name Nominal
2 Gender Nominal
3 GP1 Real
4 GP 2 Real
5 GP 3 Real
6 GP 4 Real
7 SKS 1 Integer
8 SKS 2 Integer
9 SKS 3 Integer
10 SKS 4 Integer
11 GPA Integer
12 Status Nominal

The data is prepared before analysis, the stage in which the data is prepared, which is used to test the algorithm
model, which consists of the data cleaning stage, which is the process of characterizing the data structure [15]. Preprocessing is
carried out to prevent inconsistent, erroneous, and imperfect data. Preprocessing is done to improve the quality of the data by
removing noise [16]. Data preprocessing is used in realtime databases to improve data quality by cleaning data, a process of
removing irrelevant, long, or irrelevant data. This process ensures the accuracy and relevance of the data being analyzed [17].
The data obtained was 433 with 70% for training data and 30% for test data. Data will be cleaned if there is empty data or
duplicate data. This data processing stage is carried out to look for attributes that can be used as predictions. After data
preprocessing is carried out, the data set used in this data mining process uses 11 attributes. The details of the attributes used
can be seen in Table 4.
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Table 4. Attributes After Preprocessing

No Variable Data Type
1 Gender Nominal
2 GP1 Real
3 GP2 Real
4 GP 3 Real
5 GP 4 Real
6 SKS 1 Integer
7 SKS 2 Integer
8 SKS 3 Integer
9 SKS 4 Integer
10 GPA Integer
11 Status Nominal

3.3 Techniques and Methods Used in Classifying Student Study Periods

K-Nearest Neighbor (K-NN) is a classification algorithm that compares the distance between two points in training
data and the data to be evaluated [3]. The algorithm classifies incoming data for regression problems by calculating the
distance between previous instances in the database, selecting the k closest cases, and determining their meaning or position
[17]. K-Nearest Neighbor (K-NN) is a non-parametric algorithm used for classifying large data sets based on the shortest
distance between training data and evaluated information [18]. Supervised learning enhances KNN classification performance,
as the model assigning observations class labels to training samples is closest to the classification prototype [19]. K-Nearest
Neighbor (K-NN) is a machine learning algorithm that classifies very close objects by determining the shortest distance
between the evaluated information and the training data [20].

Support Vector Machine (SVM) is a new learning method based on statistical theory, used to solve classification
problems of different types. It was first introduced by Boser, Guyon, and Vapnik in 1992 and is a data-driven technique that
uses statistical methods for prediction [21]. SVM uses non-linear transformation and relevant kernel function to transform
vector input into tinggi dimensions, enabling accurate product operation in dimensions [22]. SVM is a classification of linear
and non-linear data, the input data represents predictor variables, and the output is an interdependent target variable, which
finds an efficient function to distinguish members of two classes [23] Binary SVM models are trained to classify sprain or
nonsprain motions from data sensors. It maps data points onto a high-dimensional space and finds the optimal hyperplane,
which divides the data into two classes [24]. SVM is an algorithm that uses nonlinearity to convert data into larger dimensions,
ensuring data from two axes can be represented by hyperplane, enhancing its performance in various functions [25]. Backing
A well-known and straightforward machine learning and classification algorithm is called Vector Machine. The SVM
approach is applies to both linear and non-linear data sets. The decision boundary, or optimal separation hyperplane, is merely
a line that is drawn to divide the two classes based on the various classification criteria [26].

Data mining is a data analysis method used to discover hidden patterns in large data sets. It is a scientific discipline
that combines machine learning techniques, pattern recognition, statistics, databases, and visualization to address the problem
of retrieving information from large databases [17]. The process of extracting and identifying valuable patterns from massive
amounts of data through the use of artificial intelligence, machine learning, and statistics is known as data mining. Numerous
tasks, including description, prediction estimate, classification, grouping, and association, can be assigned to it. Important
information is extracted from massive databases, or "big data," using a sophisticated process that combines machine learning,
statistics, mathematics, and artificial intelligence. Extraction and identification of data for particular information pertaining to a
huge data or large database is the aim of data mining [27]. Using and processing data to produce new and valuable information
is the goal of data mining [28].

Classification is a method used to categorize each item in a data set into a set of classes or groups, aiding linear
programming, decision trees, artificial neural networks, and statistics [29]. Classification is a supervised learning method
because it requires training data to create rules that classify testing data into certain classes or groups. Classification techniques
also known as classifier techniques are systematic approaches to creating classification models from a set of input data [30].
Classification studies have been carried out in various scientific disciplines with different data. The purpose of classification is
to facilitate the process of making decisions by searching for models, characters, and concepts from the dataset for each class
[31].
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3.4 Matrix of Confusion

The research evaluated the model's accuracy by comparing K-NN and SVM classification methods. The Confusion
Matrix was used to calculate the accuracy of data mining concepts, displaying the number of correctly and incorrectly
classified test data [17]. The matrix of confusion, which is often used in binary classification problems, provides additional
information on the classifier's performance in addition to displaying the quality of ranking for the items in the validation set.
By displaying the difference between the true and predicted values [18]. One visual aid that is frequently used in supervised
learning is the confusion matrix. Every row in the matrix denotes an event in the real class, and every column in the matrix is
an illustration of a prediction class [32]. The primary purpose of evaluation metrics is to evaluate the performance of a
classifier. This performance is verified by means of mathematical formulas that compare the predictions made by a model with
the actual values in the database. Evaluation metrics are used to assess a classifier's performance, comparing predictions with
actual data. Precision measures the percentage of correctly classified samples, calculated using the ratio of correct
classifications to total classifications, or true positives to positives [33]. The Confusion Matrix can be seen in Table 5 [5].

Table 5. Confusion Matrix

Prediction Actual
Positive Negative
Positive TP FP
Negative FN TN

Samples with positive indications that are appropriately expected to be positive are known as true-positives (TP).
False-positive (FP) samples are those that are intended to be positive but are actually negative. Samples with a negative rating
even if they were correctly predicted to be negative are known as true negative (TN). Samples that were expected to be
negative but turned out to be positive are known as false-negatives (FN) [18].

Accuracy

One indicator of machine learning operations accuracy is the overall percentage of correctly classified samples. The

following is how to calculate the accuracy formula [5] :

TP+TN

Accuracy — @
TP+TN+FP+FN

Precision

A machine learning job performance measure called precision compares the quantity of samples properly classified to
the total quantity of samples [18]. One divides the total number of correct categories by the total number of classifications
made [34]. The following is how to calculate the precision formula [5] :

TP
TP+FP

Precision :
Recall

)

The percentage of positive marker samples that were correctly anticipated is known as recall. Recall, also known as
true positive sensitivity or rate, quantifies how well a classifier predicts real positive samples [18]. The following is how to
calculate the recall formula [5] :

TP
TP+FN

Recall :

©)

4. Results And Discussion

This research uses the K-NN and SVM classification methods as a prediction of student study periods and to measure
the system's accuracy value by comparing the dataset with factual data on actual results. The first test used the K-NN
algorithm on an internal student dataset which was used as test data totaling 433 data with 11 attributes. The second test of this
research was to determine which method got the highest accuracy value. The second test uses a classification of student study
periods using the SVM method. This classification is used to predict a student's study period. The results of the data
preprocessing will be divided into two data, namely 70% training data, or 304 data, and 30% test data, or 129 data, then after
that calculations will be carried out on the data using the K-NN and SVM classification algorithms by calculating the
proximity to the data existing training. The classification results of the K-NN and SVM methods can be seen in Table 6 and
Table 7.
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Table 6. Example of K-NN Classification Results

Gender | GP GP GP | GP | SKS | SKS | SKS | SKS | GPA Status Confidence | Confidenc Prediction
1 2 3 4 1 2 3 4 Appropriate e Late
Female | 3.87 | 3.69 |3.71|383| 20 21 24 23 3.77 | Appropri 1.000 0 Appropriate
ate
Female | 3.94| 3.74 | 3.8 | 3.95 20 21 24 23 3.86 | Appropri 1 0 Appropriate
ate
Male 394 393 (364|392 20 21 20 23 3.86 Late 0 1 Late
Female | 3.94| 3.89 | 3.87 | 3.86 20 21 24 23 3.89 Late 1 0 Appropriate
Male 364 | 322 | 3.8 | 3.85 20 21 24 24 3.7 Late 1 0 Appropriate
Table 7. Example of SVM Classification Results
Gender | GP GP GP | GP | SKS | SKS | SKS | SKS | GPA Status Confidence | Confidence | Prediction
1 2 3 4 1 2 3 4 Appropriate Late
Female | 3.87 | 3.69 |3.71|383| 20 21 24 23 3.77 | Appropri 1 0 Appropriate
ate
Female | 3.94| 374 | 3.8 | 3.95 20 21 24 23 3.86 | Appropri 1 0 Appropriate
ate
Male 394 393 (364|392 20 21 20 23 3.86 Late 0 1 Late
Female | 3.94 | 3.89 |3.87|386| 20 21 24 23 3.89 Late 1 0 Appropriate
Male 364 | 322 | 38 |385| 20 21 24 24 3.7 Late 0 1 Late

Testing the accuracy of the predictions produced using the K-NN and SVM classification methods using the
RapidMiner application. The RapidMiner application is an application used to process mining data in machine learning. The
software called RapidMiner was developed by the same company and is used for business and commercial applications, as
well as for research, training, education, prototyping, and application development. It provides an integrated environment for
machine learning, data mining, text mining, predictive analytics, and business analytics. It also supports all steps of the data
mining process, including data preparation, the RapidMiner Basic Edition visualization can be downloaded under the AGPL
license and is built on the open core model [35]. Here's how to process data using the K-NN and SVM methods in

RapidMiner:

1. The next step is to model with K-Nearest Neighbor. Next, select the test data and training data that have been
imported, and select the Retrieve Student Data, Split Data, k-NN, Apply Model, and Performance operators. The appearance of
the K-NN model can be seen in Figure 2.

Retrieve Data Mahas... K- Performance
np f’ ot tra mad L]
- Bid 25
J Apply Model
1533
(]exa Yg parD J
parD
parD

Figure 2. K-NN Model
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Classification results by dividing 70% of the data as training data and 30% as testing data using the K-NN method using the
attributes student gender, IPS 1, IPS 2, IPS 3, IPS 4, SKS 1, SKS 2, SKS 3, SKS 4 and GPA and status get predicted results
for the student's study period with accuracy of 98.45. The classification results of the K-NN method using the value K =5 can
be seen in Table 8.

Table 8. Confusion Matrix K-NN

Prediction Actual
Positive Negative
Positive 91 2
Negative 0 36

Accuracy: 98.45%, Classification Error: 1.55%

2. The next process is to create modeling using the Support Vector Machine method. Next, select the test data and
training data that have been imported, and select the operator Retrieve Student Data, Nominal to Numerical, Split Data, SVM,
Apply Model, and Performance. The appearance of the SVM model can be seen in Figure 3.

Retrieve Data Mahas... Nominal to Humerical SUM (2)
f’ aut exa g+ exa tra mod G lab % per D ==
. ] res
i oni exa G per exa D
- pre v v s
v

Split Data Apply Model
mod lab

L]
unl mod

v

Figure 3. SVM Model

Classification results by dividing 70% of the data as training data and 30% as testing data using the SVM method using the
attributes of student gender, IPS 1, IPS 2, IPS 3, IPS 4, SKS 1, SKS 2, SKS 3, SKS 4 and GPA and status get predicted results
for the student's study period with an accuracy of 97.67%. The classification results of the SVM method can be seen in Table

9.

Table 9. Confusion Matrix SVM

Prediction Actual
Positive Negative
Positive 88 1
Negative 3 37

Accuracy: 96.90%, Classification Error : 3.10%

From the results of comparative testing of the K-Nearest Neighbor and Support Vector Machine methods, the results obtained

can be seen in Table 10.
Table 10. Accuracy Testing Results

Method Accuracy
K-NN 98.45%
SVM 96.90%
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Accuracy Chart

98.50%

98.00%

97.50%

97.00%

96.50%

96.00%

| K-NN mSVM

Figure 4. Accuracy Comparison Chart

As shown in Table 10 and Figure 4, the comparison of the accuracy testing results of the K-NN and SVM methods
shows that for K = 5 it is good to apply to K-NN by producing the best accuracy results of 98.45%, while for the SVM which
produces a value accuracy of 96.90%.

5. Comparison with Related Works

This comparison was made by comparing the results of previous research. Comparison of accuracy values by looking
at chapter two regarding literature review. The resultss of the research model obtained good accuracy values from the results of
previous research. Table 11 shows a comparison of the results of this study with previous relevant research.

Table 11. Comparison of Research Performance
Author Accuracy
Asril & M. Isa, 2020 K-NN : 93.2%
S. Alfere & Y. Maghari, 2018 K-NN Weighted : 94.3%
K-NN Cosine : 81.3%

Mailana. et al., 2021 SVM : 85%
C4.5:80%
Budiyantara. et al., 2020 Decision Tree : 98.04%

Naive Bayes : 96.00%
K-Nearest Neigbor : 90.00%

Hairani, 2021 SVM : 83.9%
Rachmatika & Bisri, 2020 Random Forest : 90%
Haryatmi & Hervianti, 2021 SVM : 94.4%
Wiyono, et al., 2020 K-NN : 94.5%

SVM : 95%

DT : 93%
Zeniarja, et., 2022 77.35%
Proposed System K-NN : 98.45%

SVM : 96.90%
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6. Conclusions

In this research, a comparison of two classification methods, namely K-Nearest Neighbor and Support Vector
Machine, was used, with 433 student data used. The data is divided into 70% training data and 30% test data. The test results
for the highest prediction accuracy value for K-NN were found at K=5, namely 98.45%. For the Support Vector Machine
method, the accuracy was 96.90%. Therefore, the results of this research are included in the good category in producing high
accuracy, so that the contribution of the K-NN modeling research results using the value K=5 is getting the best accuracy
compared to the SVM method using the SVM in predicting student study periods. class of 2021, Bachelor of Laws study
program, Faculty of Law, Sebelas Maret University. The results of these predictions can be used to provide special guidance or
treatment for students who receive predictions that are late in completing their studies.
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