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ABSTRACT

Markov Weighted Fuzzy Time Series is a forecasting method that applies fuzzy logic to form linguistic
variables from existing data. The formation of linguistic variables makes it possible for the forecasting
process to be more accurate by considering the uncertainty aspect in decision-making. Its formation is
started by grouping the data into a certain number of clusters. The next steps are fuzzification,
transition matrix formation, and defuzzification for forecasting. In the process of grouping, the existing
data will be grouped into several clusters so that it results in the interval length of each cluster. One of
the problems of this grouping is the absence of a base standard in the clustering process so it is prone
to have a different value in forecasting accuracy. The difference in the number of the class or interval
length will result in different accuracy even though the clustering method that is used is the same. In
this study, the author proposes the idea of using Particle Swarm Optimization to improve the interval
length. The initial interval that is already obtained through the K-means clustering algorithm will be
evaluated using the Particle Swarm Optimization method so that it will have a new interval that later
will be used in the fuzzification process and forecasting. The accuracy of forecasting can be calculated
by using Mean Absolute Percentage Error from Markov Weighted Fuzzy Time Series conventional
method and Markov Weighted Fuzzy Time Series method with Particle Swarm Optimization. The
result of this study gives an improvement in error value from 8.03% to 5.88%.
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1. Introduction

Air pollution is currently a concern for the public and the government, especially in big cities which
are industrial centers. Air pollution can have a serious impact on human activities, especially on health
so it will affect industrial activities. Some of the particles used as reference measurements are PM10
(particles measuring <10 microns), ozone level, Carbon Monoxide, Nitrogen Oxide, and Sulfur
Dioxide. Thus, air quality forecasting becomes one of the important topics considering its relationship
with human health effects [1][2].

Forecasting is a method to predict the future based on relevant data from the past. This method
applies an ordered and direct work step which results in better analysis. By resulting in better analysis,
it is expected to have a higher level of belief and certainty over obtained results since the deviation or
error can be tested [3]. Forecasting can be divided into two types based on its type of data, qualitative
method and quantitative method [4]. The qualitative method is a method that considers expert opinion
over the mathematic model. This method is highly subjective, so it often appears less scientific. On the
other hand, the quantitative method is a method that consists of raw data that will be processed
mathematically to predict the future outcome. Several examples of the quantitative method are the
Regression method [5], Econometric method [6], and Time Series method [7].

The time series method is a statistical method that uses past data from a certain period. This method
assumes that what happened in the past will occur again in the future. This method is deeply related to
a factor of time [8]. The data of the time period varies between days, weeks, months, or years. One of
the methods of time series is the Markov Chain method that can predict the future variable value based
on present variable value by using a transition matrix [9].

The developed version of the time series method is the Fuzzy Time Series method which applies
fuzzy logic to data time series classification. The Fuzzy Time Series method is a method introduced
by Song and Chissom in 1993 with the main concept of predicting the problem of a dataset consisting
of linguistic data [10]. The upper hand of the Fuzzy Time Series method is the ability of fuzzy logic to
predict linguistic data with better precision where the data could not be calculated using the
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conventional time series method. Aside from that, the Fuzzy Time Series method offers an easier
calculation process in comparison with neural networks [7].

In the study [2], the authors combine the Markov forecasting method with Weighted Fuzzy Time
Series to predict air pollution in Malaysia. The result showed a satisfying result with an error value of
1.06. The sole difference between Markov Chain Fuzzy Time Series method with Markov Weighted
Fuzzy Time Series lies in the calculation of forecasting value, in which Markov Chain Fuzzy Time
Series uses adjustment value while Markov Weighted Fuzzy Time Series method uses the calculation
between defuzzification matrix with matrix weight [2].

The study [2] explains that one of the developments for the following research can use another
optimization method like Particle Swarm Optimization, Genetic Algorithms, or Neural Networks.
Based on that, the author of this paper uses the Particle Swarm Optimization method as an optimization
method in determining the amount of its interval. The author assumes that by using the Particle Swarm
Optimization method, we will be able to show optimal value to determine the among of partition
interval that is needed so that it can repair both the value of Fuzzy Logical Relationship Group (FLRG)
and the forecasting result [11][12]. PSO will work by fixing the interval formed by the clustering
method. These improvements will give better MAPE results. The PSO process will take place
iteratively until it reaches the stopping criteria so that the error value will decrease.

Section 2 is the method used in this research which is obtained from the literature which is
presented sequentially according to the working algorithm. Section 3 is the results and discussion. In
this section, a table of the dataset used along with the calculation results is shown. The results of the
cluster division, the calculation of the lower and upper bounds, the determination of PSO particles, and
the graph of the prediction results are also displayed. Finally, section 4 contains conclusions and future
work perspectives.

2. Method

The method that is used in this research is the Markov Weighted Fuzzy Time Series method that will
be optimized using the Particle Swarm Optimization method. The further details will be explained as
follows :

2.1 K-Means

Partition method C-means or K-means is a method of clustering that uses the shortest distance of
data point into cluster centre. The amount of k cluster can be determined according to the need of the
researcher and can be determined using another method like Elbow [13]. The cluster center will overgo
an updating process during iteration. The initial value of the cluster centre is decided randomly, but
after going through iteration the following formula will be used [14]:

U = =T x; (1)
with w, as cluster center, n is the amount of internal data, n; is the amount of data in the cluster-i, and
x; is the data in cluster-i.

2.2 Fuzzy Sets
If X is a group of objects symbolized as x, the fuzzy set U in X is expressed as ordered pair set
U = {(x, uy(x)|x € X} )
where uy (x) is the membership function x in fuzzy set U that is located between interval of [0,1].
2.3 Membership Function

Functions that can be used in representing fuzzy sets are sigmoid, gaussian, and pi. Informing
membership function there are several types, this study uses triangular graph membership function
because triangular function resulted in a more optimal system compared to the other types [15]:

@) <x<b
(b-a)
pe) =€ . ®)
b ~ =77
0 other
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2.4 Fuzzy Time Series

Fuzzy Time Series is a method of data forecasting that applies fuzzy principles as its basis. Fuzzy
time series is often used in solving forecasting problems where the past data is linguistic values. The
basic steps to design a model of fuzzy series are defining the universe of discourse U, dividing U into
several intervals, fuzzification, defining the fuzzy logic relationship, determining the prediction value,
and defuzzification [2][16].

Assuming U is a universe of discourse so that U = {u,, u,, ..., u,} where u; = 1,2,3, ...,n is the
linguistic value that might be from U. Then, fuzzy set of linguistic variable A; from U can be defined

as:

_(faw) | fa;(u2) fAi(un)}
A= {4 A g @)

Generally, the steps of Fuzzy Time Series include: (1) determining universe of discourse from past
data, (2) defining fuzzy set A; and fuzzification, (3) determining Fuzzy Logical Relationship, (4)
classifying Fuzzy Logical Relationship so that Fuzzy Logical Relationship Group is formed, (5)
calculating the forecasting value.

Fuzzification formation is done by calculating the Lower Bound and Upper Bound of the formed
partition. Partition formation is done by sortation process ascendingly, then determining the value of
cluster center using equation (5) and calculating the value of lower and Upper Bound [17]. d; is a data
set in the same cluster and r is the total number of data in the same cluster.

d;:

r
_ Z]’:l

cluster center,, = T’ (5)
cluster centery+cluster center,
cluster ubound,,, = — ml (6)
cluster lbound,, ,,; = cluster ubound,, @)

Since the values of the prior first cluster and the terminal value after the last cluster are unknown, the
calculation of Lower Bound from cluster lbound, for the first cluster and the calculation of

cluster ubound,, for the last cluster is done by abiding the following rules:
cluster ubound,, = cluster center;, + (cluster center, — cluster lbound,,) (8)
luster lbound, = cluster center; — (cluster ubound, — cluster center;) 9

2.5 Weighted Fuzzy Time Series
Weight fuzzy time series method is based on the weight that is a representation of repeating fuzzy
logical relationship (FLR), where those weights will influence the forecasting result [18].
A is a mapping of F from
m=1 (10)
Where= [0,1] can be defined as Ordered Weight Aggregation (OWA) operation of dimension n

with F as a function, so the weight vector W can be written as:
Wy

w3
w=|" (11)

Wn
The weight determination of fuzzy logic relationship (FLRs) can be calculated by assuming A4; —
Aj, Aj, A, Ay with 4,7, k, 1 = 1,2,3, ..., p which are FLR and A; has n, relation with its own self, n,
relationship with A;, ng relationship with Ay, and n, relationship with A4; (nq,n,,n3,n, € N) sO
ny, Ny, Ng, Ny IS the repetition of FLRs so the weight value can be written as follows:
R = repetition of FLRS = {n,, n,, ns, n,}
n=n; +n, + n3 + n, =total of FLRs

__ repetition of A;
Wi = total of FLRs (12)
With
W1=%:W2=%:W3=%'W4=% (13)
So
4 _MiMp M3 Ma_
bW =42 T ey (14)
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withm = 1,2,3, ...,q and g < n. Generally, the above equation can be written as follows:

n n n n
meiWm =+ 2+t pt=1 (15)
n
gn:l Wm 2;2 1 (16)

2.6 Markov Rules

Markov analysis is a forecasting method introduced by Andrei A. Marcov, a Russian mathematician
in 1907. Markov analysis is a method that analyzes the behavior of several variables in the present
time with the purpose of predicting the behavior of said variables in the future. Markov analysis is also
known as Markov Chain because of its chain-like character. Markov Chain is able to explain the future
condition of the variable based on its condition in the present [19][20].

By using Fuzzy Logical Relationship (FLR), we are able to determine the probability of the future
and make a Markov transition probability matrix. If A; is transitioned into A; with random
j =1,2,...,n the Fuzzy Logical Relationship (FLRG) will be formed. Its transition probability can be
written as follows

Py="U,1j=12,..,n 7
with P;; is the transition probability value from 4; to A;, M;; is the amount of transition from 4; to 4;,
and Mi is the amount of data in 4;. So the transition probability matrix can be written as follows [21]:

P11 P12 Pln
R=|" oo P (18)
Pnl Pnz Pnn

In particular, the calculation of the forecast value has two rules, the one-to-one case and the one-
to-many case.
Case 1. If the FLRG of 4; is one-to-one where there is only one transition from A; to A;, where
A; and A, are fuzzified linguistic variables, then the forecast value of F(t) is m; (the middle value
of the lower and upper bounds cluster-i. Mathematically it can be written in the following equation
F(t +1) = mPy = my (19)

Case 2. If the FLRG of A4; is one-to-many, where there is more than one transition from A; to
A, Ay, . Ay Withi = 1,2, ...,n. So if state A4; is observed in Y (t) at time ¢, then the forecast value
F(t + 1) can be calculated using the following equation
F(t+1) =mpy + mypp + -+ My_1pi-1) + Y(Opy + MipaDigeny + -+ + Mabin (20)
where m,, m,, ..., m,, is the middle value from the lower bound and the upper bound to cluster-n. m;
is a variable that will be replaced with Y (t) at state A; to get a more accurate value.
After obtaining the value of F(t + 1), it can be calculated the value of the forecast
F(t+1)=F(t+ 1)+ |diff(Y(t),m)] (21)

2.7 Particle Swarm Optimization

Particle Swarm Optimization (PSO) is an optimization method that is inspired by the social behavior
of a flock of birds and a group of fish in finding solutions from a nonlinear problem. The individual
unit of the group is called a particle where every particle has its influence on its group (swarm). So if
one particle has found the fastest route to get food, the other particles in the same group will follow its
trail even though they are far from each other [22].

It can be concluded that 2 types of learning are experienced by the particle. Every particle will learn
from its own experience during the movement and the experience of the other particles. The type of
learning where the particle learns from its own experience is called cognitive learning, while the one
where it is obtained from other particles is called social learning. The result of cognitive learning is
that particles will have the memory of the best solution which is symbolized as P,,.,;. While for social
learning, the best result is symbolized as G, [23]. The movement of particles into new point can be

calculated using the following formula:
Xig ' =Xig +Vig" (22)
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Where

VS = o' X Vi + ¢y X Rand() X (Pyest,, — Xiq) + ¢ X Rand () X (Gpese — Xiy) (23)
With
tX(Wmax—Wmin) (24)

t
w = w -
max iter max

2.8 Mean Absolute Percentage Error

To evaluate the performance of a model identification of forecasting accuracy is needed so the best
model is obtained. The forecasting needs to have a small error value. There are several methods to
validate a model. One of those is the Mean Absolute Percentage Error (MAPE). The smaller its
validation value, the more accurate the forecasting technique and it also applies otherwise. The result
of forecasting can be classified as good if it has a value of MAPE less than 10% and its ability in
forecasting is classified as good when its MAPE value is less than 20% [24].

100% | X=Xl
MAPE = (22 ?zlfx—tf) (25)

where n is the amount of data, X, is the real observation data at time t, and X is the forecasting value
at period t [25].
2.9 Proposed Model and Algorithm
The MWEFTS calculation algorithm follows the steps described in [2]. In this research, MWFTS
with PSO optimization is introduced. The calculation algorithm is described as follows:
Step 1. Data preprocessing. Import data, fix missing data, fix outliers, and visualize data to be used.
Step 2. Calculation of k-means clustering
Stage 1. Determine the desired number of clusters along with their cluster centers randomly, and
the maximum number of iterations.
Stage 2. Calculate the distance of each point to the center of the cluster using Euclid's formula. The
point with the closest distance will be grouped in the same cluster
Stage 3. Determine the center of the new cluster using equation (1)
Stage 4. Repeat Stage 2 and Stage 3 until it reaches the maximum iteration or until there is no
change in cluster members
Step 3. After forming the cluster, it is possible to calculate the cluster center, lower bound, and upper
bound using equations (5), (6), and (7) respectively. The lower and upper bound values will be used
as determinants of linguistic variables in the fuzzification of equation (4)
Step 4. Forming FLR and FLRG
Step 5. Formation of the Markov transition probability matrix based on the FLRG that was formed in
Step 4 using equations (17) and (18)
Step 6. Calculation of weights using equation (11) - (16)
Step 7. Calculation of the forecast value F(t + 1) according to the existing case. Case 1 can use equation
(19) and case 2 can use equation (20)
Step 8. Calculation of the 7 (¢t + 1) forecast value based on step 7 using equation (21)
Step 9. Calculation of the error value based on equation (24)
Step 10. The error value (MAPE) obtained is then used as P,.,, and G,.,, to calculate PSO optimization.
PSO calculation will be done iteratively by fixing the lower bound and upper bound that have been
formed previously. In equation (24), the value of w is obtained from equation (23). Initial v, values
are determined randomly, where the value of x%, is obtained from the previous interval. The values of
c; and ¢, are 2. Random values are determined randomly in the interval [0,1]. Then a new vVt is
obtained to be used to calculate the new x* in equation (22). The value of x5 is then sorted in
ascending order to obtain a new lower bound and upper bound so that a new error value is obtained.
This process is carried out iteratively until the desired error limit or has met the maximum number of
iterations.
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3. Results and Discussion

The data that is used in this study is index data of air pollution in Central Singapore between January
2021 until April 2021. The dataset is achieved from the Air Quality Historical Data Platform website
(Air Quality Historical Data Platform (agicn.org)).

Table 1. The Dataset

Date pm25 | pm10 Os SOz CO maximum
01/01/2021 | 22 17 9 - 4 22
02/01/2021 | 19 16 - - 19
03/01/2021 | 26 18 2 3 26
04/01/2021 @ 28 19 10 2 3 28
27/04/2021 | 71 37 19 1 4 71
28/04/2021 | 69 32 13 1 4 69
29/04/2021 | 52 33 15 1 4 52
30/04/2021 | 64 32 23 1 4 64

Table 1 showsthe dataset. The variables from the dataset are pm10 (air particle with the size of 10
micrometers, pm25 (a particle with the size of 2.5 micrometers), SO2 (sulfide concentration), CO
(carbon monoxide concentration), O3 (o0zone concentration), and max (the highest concentration value
from measured variable). The data processing is done using Jupyter Notebook using Python language
program. The max variable is defined as the maximum value from measured variables like pm10, pm25,

S0O2, CO, dan O3.

Maksimum

2021-01-01 2021-01-15

2021-02-01

2021-02-15

2021-03-01

Bulan

2021-03-15

2021-04-01

Figure 1. Plot of time series data

2021-04-15 2021-05-01

Figure 1 shows the graph of time series from the data that later will be used and analyzed to obtain

its forecasting model.

The first step in the calculation of forecasting is by forming partition intervals. It then will be used
in the fuzzification process. Interval is formed using the clustering method of k-means.
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Table 2. Cluster Data 1

Date Maximum | Cluster
2021-02-16 80 0
2021-02-25 75 0
2021-02-26 74 0
2021-04-20 74 0
2021-04-27 71 0
2021-04-28 69 0

Table 3. Cluster Data 2

Date Maximum | Cluster
2021-01-14 43 1
2021-01-17 40 1
2021-01-22 45 1
2021-04-07 39
2021-04-21 46
2021-04-24 36

Table 4. Cluster Data 3

Date Maximum | Cluster
2021-01-16 52 2
2021-01-18 48 2
2021-01-19 53 2
2021-04-17 51
2021-04-25 49
2021-04-29 52

Table 5. Cluster Data 4

Date Maximum | Cluster
2021-01-01 22 3
2021-01-02 19 3
2021-01-03 26 3
2021-03-24 31
2021-03-26 31
2021-04-23 31

Table 6. Cluster Data 5

Date Maximum | Cluster
2021-01-15 58 4
2021-01-21 61 4
2021-02-14 60 4
2021-04-22 58 4
2021-04-26 58 4
2021-04-30 64 4
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The clustered data will be divided into groups based on its cluster. The grouping process is to
calculate the Lower Bound and the Upper Bound of each partition interval (cluster) by calculating the
cluster center. The grouping of the formed clusters are shown in Table 2 until Table 6. Table 2 shows
data grouped into cluster 1. table 3 shows data grouped into cluster 2. until table 6 shows data grouped

into cluster 5.
Table 7. Labelling of each Cluster

Cluster Cluster Center Label
Cluster 4 29.478261 Extremely good
Cluster 2 41.171429 Good
Cluster 3 51.580645 Enough
Cluster 5 61.105263 Bad
Cluster 74.666667 Extremely bad

Cluster center value is obtained using the equation (8). The result is then written in order ascendingly
like how it’s shown in Table 7 for later will be given a label.

Table 8. Bound of each interval based on k-means cluster

Particle 1
Lower Bound | Upper Bound
Interval 1 23.632 35.325
Interval 2 35.325 46.376
Interval 3 46.376 56.343
Interval 4 56.343 67.886
Interval 5 67.886 81.447

Table 8 shows in detail the interval bound of particles that are formed by the clustering of k-means.
The bounds of the interval will be used as a reference for fuzzification and forecasting calculation.
Based on forecasting evaluation using MAPE, particle 1 has an error value of 10.9771257%. By using

the PSO algorithm, the author can lessen the error value.
Table 9. Random particle

Particle 1 Particle 2 Particle 3 Particle 4 Particle 5
Lower Upper Lower Upper Lower Upper Lower Upper Lower Upper
Bound Bound Bound Bound Bound Bound Bound Bound Bound Bound
{/r;tlelr 23632 | 35325 | 23.632 | 29.627 | 23.632 | 26.424 | 23.632 | 25527 | 23.632 | 27.911
{/r;tlezr 35.325 | 46.376 | 20.627 | 41772 | 26424 | 45148 | 25527 | 32.925 | 27.911 | 32.930
{/r;tleg 46376 | 56.343 | 41772 | 66573 | 45148 | 53469 | 32.925 | 51.010 | 32.930 | 60.206
{/r;tlez 56.343 | 67.886 | 66.573 | 72.920 | 53.469 | 79.934 | 51.010 @ 69.707 | 60.206 | 74.347
{/r;tlesr 67.886 | 81.447 | 72920 | 81.447 | 79.934 | 81.447 | 69.707 | 81.447 | 74347 | 81.447

The first step of the PSO method application is by using random particles. Its size is in the range of
Lower Bound and Upper Bound from k-means calculation. Table 9 shows the value of the random
particle that is used.

Based on those particles, fuzzification calculation and forecasting evaluation using MAPE can be
done accordingly. Table 10 shows the evaluation of the MAPE calculation of each particle. Particle 1
has shown the smallest evaluation value that is ~8.03%. Figure 2 shows the plot between actual data
and its forecasting value.
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Table 10. MAPE Value of each Particle
Particle 1 Particle 2 Particle 3 Particle 4 Particle 5

MAPE 10.971257 9.405541 13.434192 11.133078 8.031329

— Mktual
= Prediksi4+P50

Maksimurm

20 1

T T T T T T T T T
2021-01-01 2021-01-15 2021-02-01 2021-02-15 2021-03-01 2021-03-15  2021-04-01 2021-04-15 2021-05-01
Date

Figure 2. Graph between actual data and its prediction result
Then the calculation of velocity and the update of particle value is done by equations (21) and (20).
This step is done over and over iteratively until the determined stopping criteria are fulfilled (maximum

iteration or the gap of G,.s; change).
Table 11. MAPE value with PSO

Particle 1 Particle 2 Particle 3 Particle 4 Particle 5
MAPE 5.880359 5.880359 5.904064 5.748465 5.880359

The calculation result is shown in TABLE 11 which are the final value of optimization process. It
can be seen that all particle is directed into one minimum point that is ~5.88 %.
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Bulan

Figure 3. Graph between actual data, prediction, and prediction using PSO
Figure 3 shows the comparison of actual data, prediction value, and prediction value using the PSO
algorithm. The prediction value using the PSO algorithm has a graph that is closer to the actual value.

4. Conclusion

This study proposes a Markov Weighted Fuzzy Time Series forecasting model using Particle Swarm
Optimization to predict air quality or time-series data. The partition method used is k-means clustering.
As far as the author knows, there is still little research related to the use of the partition method in the
Markov Weighted Fuzzy Time Series model. In addition, research related to the use of Particle Swarm
Optimization to optimize the Markov Weighted Fuzzy Time Series forecasting model is also still rarely
found. The use of Particle Swarm Optimization will improve the interval value obtained by the k-
means clustering partition. For air quality forecasting, the proposed model provides better accuracy
results with Particle Swarm Optimization. In addition, the proposed model can also be used in various
types of time series data. The result of forecasting using the Markov Weighted Fuzzy Time Series
method and k-means clustering has an initial result of 8.03%. After going through the Particle Swarm
Optimization method of optimization, the value got better with 5.88%. Based on this research, the
Particel Swarm Optimization method of optimization is proven to improve the interval length and
resulting in a smaller error value.

For future studies, other partitioning methods can be used to provide options for the intervals that
can be formed. In addition, other optimization methods such as Neural Network, Genetic Algorithm,
or Cat Mouse Based Optimizer can also be used to provide a comparison of the resulting accuracy
levels. In the Particle Swarm Optimization method, several hybrid methods can also be used to further
strengthen the existing accuracy values.
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