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 الخلاصة
اهددف  ددت ااددهلص ر ابمددمد ابلعهلددمت  ادد  ابلوهم دد    اه دد     تعددم ايدد الت ابه دد ل    ادد          

هددددلا اباوددددا اقيدددد ك ابلفلدددد ت ابه ددددل ع دددد ست باه دددد ل  اددددع اد دددد  ايدددد الت ا  ت دددد لاباوم  ابلهعايدددد  
للمضددمر ااددهلص ر ابمددمد ابلعهلددمت  ادد  ابلوهم دد   ابدد  اهللدد  هددلن ابليدد الت  ددت تو دد ع ع دد ست 

ا دد    اعددم  ابهادد اع ابلما مدد   ابل دد    اب ا مقدد    اباددهلص ر   هددلن ابليدد الت هددت ال دد  عدد    
صدددمدت  50اكممددد  ادددع   CALTECHا ددد    ابي ددد. تلددد    اةه دددل     ددد  ادددع    دددمت ابمدددمد 

  اادددده لصا صدددد    اببددددماء  هددددلن HSVااممدددد   تددددف تا  ددددل ابددددماء ابمددددمد ابدددد     دددد س اببددددماء 
لدد ء افلدد ت ابل دد    اب ا مقدد   ابم    هت  ز   اببماء  ا ضوا اب هدد  ا ابعلالدد  باعلدد  ابليهددل 

 هم ابشم ع  ست بفل ت ااهلص ر ابممد ابلعهلمت  ا  اببماء 
Abstract 

            Similarity measures are an important factor in the Content-Based 

Image Retrieval (CBIR). This paper finds the most efficient similarity 

measure from four image similarity measures. Related work on (CBIR) 

indicated that these measures have significantly improved the retrieval 

performance. These measures are the Chi-Squared, The Weighted Mean 

Variance distance (WMV), The Euclidean distance, and Cosine distance. 

A sample of 50 colored images is selected from CALTECH visual 

database. These images were transformed to (HSV) color space. Color 

features were extracted; these features are the color moments. 

Experimental results of the proposed work show that the Euclidean 

distance measure is the most efficient measure for color based image 

retrieval. 

1- Introduction 

     Recently, a new application field is born via the amount of visual 

information. Content-Based Image Retrieval has become an active 

research area. The reason for this is the fact that world wide networking 

allows us to communicate, share, and learn information in the global 

manner. Digital library and multimedia databases are rapidly increasing. 

Therefore, efficient search algorithms need to be developed based on 

comparison operation and image indexing. Images would be indexed by 

their own visual contents, such as color, texture and shape so that, 
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researchers turned attention to content based on retrieval methods [1]. In 

this new application area, color has become the center and most 

extensively powerful tool in content-based image retrieval [2]. Each pixel 

in the color image is represented as a 3D color space, such as Red, Green 

and Blue (RGB) color space. This space is of three color component red, 

green and blue colors, also Hue, Saturation and Value (HSV). A number 

of color features extraction methods were exists. The color histogram is 

commonly used for color feature representation. Statistically it denotes 

the joint probability of the intensity of the three color channels. Another 

method is the color moment; they overcome the quantization effects as in 

color histogram [4]. 
 

2- Similarity Measures 

            Similarity measures could be termed as distance metric, which is 

the key component in (CBIR). It is important to explore different 

similarity measures to find the robust measure for color based image 

retrieval. The query image and the visual database are represented as 

feature vectors. A function of similarity distance is taken between each 

pair of feature vector; the smaller distance denotes the more similarity 

between the query image and the visual database image. A number of the 

commonly used similarity measurements are described and evaluated. 

These metric distances are [5]: 

a- The Euclidean distance formula is a type of the Mminkowski-form 

distance as defined in equation (1) [5[[6][7]: 
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Where p defines the type of distance, i stand for index coordinates. The 

Q={Q0, Q1,....,QN-1} and T={T0, T1, ...., TN-1} are the query and target 

feature vectors respectively. When P = 2, equation (1) is known as the 

Euclidean distance. 

b- Statistics 2  measure: The statistics Chi-Square 2  is defined 

mathematically using equation (2) [5]: 
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2  Similarity measure is used to distinguish whether the distributions of 

the descriptor differ from one another [5]. This distance proved to be 

useful for image retrieval due to its better retrieval accuracy compared 

with the other similarity measures [8].  
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c- The Weighted-Mean-Variance (WMV) This distance is defined by 

equations (3 and 4): 
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Where ( )mn  and ( )mn  are the standard deviations of the respective 

features over the entire database. They are used to normalize the 

individual feature components, which increase the robustness and 

improve retrieval performance [6][8].  

 

d- The Cosine distance is an m-dimensional feature vectors Q that 

stands for query and T (Target) that stands for visual database. 

The Cosine similarity is defined as in Equation (5): 
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|Q| and |T| are the magnitudes of the feature vectors Q and T. The 

dot product is equal to Q.T.  The numerator of the above equation 

could be further simplified as the following Equation : 
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This gives the final Cosine similarity as in equation (7) [9]: 
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3- The Proposed Work 

           In this section the details of the visual image database, feature 

extraction operation, the similarity measurement and the image retrieval 

process are discussed. 

3-1 Visual Image Database 

          A sample of fifty different size color images is used. Then these 

images could be resized to any common size such as 128*128, 256*256 

and 512*512 pixels and used in this application. In order to gain accurate 

results with less distortion, we prefer the 128*128 pixels . Also, we 

transform their color from Red, Green and Blue (RGB) to Hue, Saturation 
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and Value (HSV) color space due to that this space is more related to 

human color perception than the (RGB) color space. 

3-2 Color Feature Extraction 

          Color features are extracted that represent the global level. These 

features are the color moment which is useful in image retrieval. These 

moments have been proved to be effective and efficient in representing 

color distributions of an image. Mathematically the mean is defined as: 

[10][11] 

        μi = 
=
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    Where fij is the value of the i-th color components of the image 

pixel j, and N is the number of pixels in the image. 

 

The Standard Deviation (STD) shows the contrast of an image. It 

describes the spread of the data. Standard deviation is defined 

mathematically by equations (9): [10][11] 
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As shown fij is the value of the i-th color components of the image 

pixel j, N is the number of features over all database, while μi is the mean 

of the color i [10][11]. 

        We have computed these features of H,S and V colors for both 

Query image as well as to the database images. So that we gain six 

feature vectors three for the mean values and the other three for STD 

values. Then a distance metric is used to compute the similarity or match 

value for a given pair of images. It is known that the distance of an image 

from itself is zero. Then the distances are tested with a selected threshold. 

We select this threshold dynamically by computing the average of the 

maximum and minimum distance related to each query image. Images 

with distance values less or equal to this threshold are denoted to be 

retrieved. After computing the error rate that represents the retrieval 

measure as defined in equation (10) [12]: 

 

 

        Error rate =  

 
 

The error rate to each four distance is computed and recorded, and then 

we applied the One-Way Analysis of Variance (ANOVA) to find the 

robust similarity measure from these four measures. 

3-3 Experimental Result 

          We run the experiment with the denoted four measures. The 

Euclidean, the WMV, the Chi-Squared and the Cosine distance measure. 

                  .……..(9) 

          

          Number of non-relevant image retrieved 

 

                Total number of relevant images 
………..(10) 
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These distances are tested with the same image set with 50 images. This 

test shows and proves to be the best measure for image retrieval. A 

sample from these results is shown in Table (1). This table shows the 

image number and the retrieval accuracy related to each measure. The 

retrieval accuracy is represented by the error rate. The error rate is the 

ratio between the relevant to the irrelevant images. A selected threshold 

was used to discriminate between the relevant and the irrelevant images. 

This threshold is based on the STD of the different between the query 

image and the retrieved images. 

3-4 Result Analysis 

           It is clear from Table (1) that there is a little change in the retrieval 

accuracy related to each image. The Chi-square measures between            

9.0909-36.3636, WMV ranges between 0-31.8181, Euclidean measures 

between 0-27.9070 and the Cosine metric measures between 0-28.5714. 

These result shows that the Chi-Square produced the maximum error rate 

than other distances. The WMV improves the accuracy because it 

normalizes the results to the mean and variance of the visual database. 

Despite the fact that the Euclidean distance is squared before summation 

which gives a chance to the different images to emphasis their 

dissimilarity. It finds the smallest error rate and the best measure for color 

image retrieval among all distances. In order to emphasize these results 

and due to the small change of any row in Table (1), we use the 

(ANOVA) to find the best distance metric. Figure (1 and 2) show the 

retrieval images related to the Euclidean distance. The proposed work has 

been implemented in Matlab7.0 environment on pantium4 computer with 

1596 MHz speed. 

Table (1): A comparison between the distance measurements 
Image number Chi-Square WMV Euclidean Cosine 

1 27.2727 0 6.9767 10.2041 

2 9.0909 14.8936 11.6279 12.2449 

3 27.2727 26.0870 16.2791 22.4490 

4 0 4.6512 4.6512 4.0816 

5 18.1818 27.9070 20.9302 26.5306 

6 27.2727 13.9535 11.6279 12.2449 

7 9.0909 12 4.6512 6.1224 

8 18.1818 15.2174 9.3023 12.2449 

9 18.1818 15.2174 13.9535 14.2857 

10 18.1818 16.2791 13.9535 14.2857 

11 9.0909 6.9767 6.9767 8.1623 

12 27.2727 26.0870 20.9302 22.4490 

13 36.3636 0 0 0 

14 27.2727 31.8182 27.9070 28.5714 

15 27.2727 0 11.6279 12.2449 

16 9.0909 17.0732 11.6279 14.2857 

17 0 0 0 8.234 

18 0  2.1277 0 3 
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Image number Chi-Square WMV Euclidean Cosine 
19 26.9231 23.4043 18.6047 20.4082 

20 33.3333 23.5294 20.9302 24.4898 

21 12.5 17.0213 13.9535 14.2857 

22 36 29.7872 25.5814 26.5306 

23 30.7692 25.5319 18.6047 22.4490 

24 8 15.2174 11.6279 12.2449 

25 3.8962 12.7660 2.3256 4.0816 

26 33.3333 26.8293 23.2558 26.5306 

27 23.0769 27.6596 16.2791 20.4082 

28 22.2222 21.7391 13.9535 16.3265 

29 46.1538 27.7090 18.9355 32.6531 

30 11.5385 17.7778 6.9767 10.2041 

 
 

Figure (1) The retrieval images related to the Euclidean distance 
 

 
 

Figure (2) The continuation retrieval images related to the Euclidean 

distance 
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4- Conclusion 

  1- The proposed work introduced the robust similarity measure for color 

images retrieval by a detailed comparison between the most efficient 

four measures commonly used in image retrieval.  

  2- A sample of 50 color images is used to check the best retrieval 

measure. Features of all images were extracted using color moment.  

3- The Chi-square measures the maximum error rate while WMV 

improved up the results by decreasing the error rate to 31.8181. 

4- The cosine metric shows better results than the previous two 

distances. 

5- The Euclidean distance shows a minimum error results from the other 

distances.  

6- The analysis of the final results with (ANOVA) proves that the 

Euclidean distance is the best color image retrieval measure.  
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