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Abstract

In this paper, we are concerned with the conjugate gradient method for
solving unconstrained optimization problems due to its simplicity and
don’t store any matrices. We proposed two spectral modifications to the
conjugate descent (CD). These two proposed methods produces sufficient
descent directions for the objective function at every iteration with strong
Wolfe line searches and with inexact line search, and also they are globally
convergent for general non-convex functions can be guaranteed. Numerical
results show the efficiency of these two proposed methods.
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Introduction.

Let f :R" — Rbe continuously differentiable function. Consider the
unconstrained nonlinear optimization problem:

Minimize f(x), xeR". (1)

We use g(X) to denote to the gradient of f at x. Due to need less computer
memory especially, conjugate gradient method is very appealing for
solving (1) when the number of variables is large. A conjugate gradient
(CG) method generates a sequence of iterates by letting

Xk = Xk-1 +ak-1dk_1, k=0,1,2,... (2)

where the step-length «, is obtained by carrying out some line search, and
the search direction d, is defined by

{—gk . ifk=0

d, =
k -0k +ﬂkdk—l, if k>1

, 3)
where gy is scalar which determines the different CG methods [11]. There
are many well- known formula for g, , such as the Fletcher-Reeves(FR)

[7], Polak-Ribirere-Polyak (PRP) [13] and [14], Hesteness-Stiefel (HS)
[10], conjugate descent (CD) [8], Liu-Story (LS) [12], and Dai-Yuan (DY)
[5]. In survey paper Hager and Zhang in [9] reviewed the development of
different various of nonlinear gradient methods, with especial attention
given to global convergence properties.

The standard CD method proposed by Fletcher [8], specifies the
B by

2
g
o ol o
d, _19k—1

where ||.| denotes the Euclidean norm of vectors. An important of the CD

method is that the method will produce a descent direction under the strong
Wolfe line search [18]

f(x +onedy) < f(xg) + 0 gy, di, (5)
9(Xk +akdk)Tdk‘£_Og-|[dk: (6)
where 0<S<o<1.
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Another popular method to solving (1) is spectral CG method, which
was developed originally by Barzilai and Browein [2]. Raydan in [17]
further introduced the spectral CG method for potentially large-scale
unconstrained optimization problems. Birgin and Marti'nez [3] proposed a
spectral CG method by combining CG method and spectral gradient
method [17], by multiplying the gradient g, in the second part of equation

(3) by the parameter », in the following manner:

— Ok L ifk=0
dk:{ —_— (7)
-k 9k + Prdy_q, ifk>1

Zhang in [19] take FR formula and 7 =dlI_1yk_1/||gk_1||2 they

proved that this method can guarantee to generate descent directions and is
globally convergent. Matonoha and et al in [15] proposed a modified CD
method by

T
B yk_ld k-1

glgk _
and 7y ‘dg_lgk_l‘ .

By = ‘ (8)

d I_lgk—l‘

Zhong in [20] they proposed the spectral PRP method by using the standard
PRP formula with 7, defined by

Oy 9k-1.9y k1

: 9)
||9k||2-d1_1(9k ~0k_1)

M =1-

Du and Liu in [6] they proposed the spectral HS method by using
the standard HS formula with 5, defined in (9). Liu and Jiang [11]

proposed success spectral gradient method by combining the CD method
and spectral gradient method by the following manner

CD . T
5 {ﬁk i d{_10x <0 (10)
0 ,else
T
dy_
and 7 =1- ng kL (11)
dk_lgk—l

In this paper we proposed two spectral CG method, they based to the
modification to the standard CD in (4), and then proposed a suitable 7, for

each one to get a good spectral CD-CG methods.

The rest of this paper is organized as follows. In the next section, a
new modified spectral CD-CG method is proposed by combining
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modification to CD method with 7, defined in (11) will be denoted by
MCD1, and we give its algorithm. Section 3 will be devoted to prove the
global convergence. In section 4, new proposed spectral CD-CG method is
proposed by combining modification to CD method with 7, will be
defined next in this section, will be denoted by MCD2, and we give its
algorithm. In section 5 will be devoted to prove the global convergence.
Finally in section 6, some numerical experiments will be done to test the
efficiency of the two proposed methods.

2- Modified Spectral CD Conjugate Gradient and its Algorithm
(MCD1).

In this section, we present a new modified CD method which is
specified by

2
pMeoL__ lowl®  lok]“9g ks (12)
T 2 !
Ay 19k-1 (dl—lgk—l)

If exact line search is used, then gM“P* will reduce to standard pc°, and

7 in (11) equal one. However, we used inexact line search in our work.
We put (12) with », defined in (11) in (7), we will get the direction of our
proposed method

Td 2 2. Td
dyCDlz{l ng k-1 0 +| - ﬁgk" _”gk” 9y k;l dey (13)
dy_19k-1 dy_19k-1 (dl_lgk_l)

Algorithm (2.1) (MCD1)

Step 0: Given xy e R",&6=1*10" k =0, 5 «(0,0.5),ando e (5.1).

Step 1: Set dy =—gy

Step 2: If gk | < & then stop; else continue.

Step 3: Determine the steplength «, by using the strong Wolfe line

search conditions (5) and (6).

Step 4: Calculate new point x, by (2).
Step 5: Compute d"“Plby (13).
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Step 6: If k=n, or ‘gI gk_l‘ >0.2)g||?, set k=1, and go to step 1; else, set

k=k+1, and go to step 2.

The following theorem shows that algorithm (2.1) possesses the
sufficient descent condition with strong Wolfe line search (5) and (6).

Theorem 2.1
Let {x }and {d, } be generated by algorithm (2.1), then we have

d{gk S—C||gk||2, (14)
where c=(1—02).

Proof: We can prove the conclusion by induction. From |go|* = -g{ do, the
conclusion (13) holds for k=0. Now we assume that the conclusion is true
for (k-1) and gy_1 =0, i. e. g}_,dx_1<0. We need to prove that the
conclusion holds for k. Multiply both sides of (13) by g, , we have

2 T
g, di ok gk -9y dk—
gy dy = [1k—1}|| o+ ﬂ 7l 9t Ok k1
k—19k-1 dk_lgk—l (dl-(r_lgk_l)z
gy dy
= o) -| K= || o (15)
dk _19k—1

Now, using (6) in (15), we obtain

2
T T
d -od
~ Oy kg_l_’_{ o klgli

o dy 10k

o)

and since 0< o <1, we will get (14).
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3- The global convergence of MCD1 method.

In order to establish the global convergence result for the MCD1, we will
impose the following assumptions for f, which have been used often in the
literature to analyze the global convergence of CG methods with inexact
line search.

Assumption (I): Let

(i)  the level set Q={x/f(x) < f(x,),xeR"} is bounded.

(i)  In some neighborhood N of @, f is continuously differentiable
and its gradient g satisfying Lipschitz conditions, namely, there
exist a constant L>0, such that

la(x)—g(y)| < Ljx-y| vx,y e Q. (16)

Obviously, from the Assumption (1, i) there exists a positive constant
such that:

B= ﬂ|x —y|vx,y e Qf, (17)

where B is the diameter of ©. From Assumption (I, ii), we can also find if
there exist a constant » >0, such that

ok < @, vx e (18)

To prove global convergence by contradiction we assume that there is a
positive constant @ such that

gkl =@, forallk >0 . (19)
k

We are going to prove that gM°P! > 0. Using (6) and (14) in (12) we will
get

SMPL > (14 a)% > 0. (20)

Theorem 3.1

Suppose that the Assumption (1) holds and consider any CG methods (2)
and (7). The parameter gM“Pldefined by (12), and 7, defined by (11), the
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direction d,"“P!is descent direction and determined «, by using (5) and
(6), if

1
2 > =
k20 |d|
then
Ik_iminf||gk||=0 (21)

Proof: From (12) , (13) and (6) we get

2 2
‘ﬂllwcol‘:_ lok| B lok|

.
9y dk—1
T T

de_19k-1 dg_19k-1

IA

2 2
lowl”™ ,  lox]

od) Ok_
T 2 ¢ “k-19k-1
dy_19k1 (dg_lgk_l)

2 2
lovl® . lowl? |

C”9k—1”2 C”9k—1”2‘

IA

Suppose that there exists a positive constants «,@;,w,and@, >0, such that
@ <|gk| < @, @y <|9k_1]| < @, SO We get

1+ 0
= | percPY ol (22)
CZUZ
also,
;
dy_
7| = 1-% <[+ o] (23)
k-19k-1

Take the norm of the both sides of (7) with (22) and (23), its yield

csal <Pl + A" e

< (1+0')a)1[1+ij =A

Cooy

This relation implies
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Lo L S1ee,

k=1]dy [° A% k=1

Which is contrary to proof this theorem. Therefore, the proof is complete.

Now to prove that the new algorithm is global convergence for
general function, we establish a bounded for the change (w,,, —w, ) in the

normalized direction w, =d, /|d, |, which we will use to conclude, by
contradiction, that the gradients cannot be bounded away from zero [16].

Lemma 3.2

Suppose that Assumption (I) hold and consider the CG algorithm (2.1),
the direction dy given by (13) satisfies the sufficient descent condition

(14), and the line search satisfying the Zoutendijk condition [21], then
d, = 0and

© 2
kZ_:J|_|Wk — Wk—l” < oo, (24)

where w, =d, /|d,|.
Proof: Obviously, we have d, =0. Therefore, wy is well defined.

Now, from (19) and theorem 3.1 it follows that

2 —— <o,
=0[d

otherwise (21) holds, contradicting (19). Define

Vk mcoz [dk-1]
U =—- and r, = f o 20.
I T

Therefore, we have

MCD1
de  — 79k + B dka

Wi = =
[ i
~mk 9k . omcor ldk-1] dk-g
= + [ :
a7 Jdl k-l
=Ug + N Wi_1.

Using the identity |wy | =|wy_1| =1, therefore
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Juke]| = wic = riewic 1| = rewic —wic_q] (25)

(the last equality can be verified by squaring both sides). Using the
condition r, >0, the triangle inequality, and (25), we obtain

Wi —wie_q | < @+ e we —wie_g )|
< ”Wk — rka_]_”-l-”rka _Wk—l”
= 2Ju |-

From the definition of v, , and using (6) we get

gy dy
IIVKIIH[ -k = 1}gk
k 191

<(1+o0)my =E

With the above estimates we get

<[~ @+ o]

3 - = 224 3 |'|' k'|'|
= k

<00,

=4E% Y ——
k21 dy |

Therefore (24) holds, which complete the proof.

4- Modified Spectral CD Conjugate Gradient and its Algorithm
(MCD2).

In this section, we present a new modified CD method which is
specified by

2
ﬁllvlcm 9| , (26)
‘dk 19k—ﬂ

and let us consider the new parameter 7, by:

2 T
gk|” +(9, dk—-
lowl” +]oc 1| o

Mk =
=
‘dk_lgk—l‘
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If exact line search is used, then p"“P?will reduce to standard 5.°, and

17 equal one. However, we used inexact line search in our work. We put
(26) and (27) in (7), we will get new direction

MCD2 _
) -

2 T
g |~ +|9y dk—1 ’
| ol 94t S ded™ 1y s

\d.f_lgk_l\ \dl_lgk_l\
Algorithm (4.1) (MCD2)

Step 0: Given xg e R",6=1*107,k =0, 5 (0,0.5).and o  (5.1).

Step 1: Set dy =-gy

Step 2: If ||gi| < & then stop; else continue.

Step 3: Determine the steplength «, by using the strong Wolfe line

search conditions (5) and (6).

Step 4: Calculate new point x, by (2).

Step 5: Compute d,'“Plby (28).

Step 6: If k=n, or ‘g[gk_l‘ >0.2)g||?, set k=1, and go to step 1; else, set
k=k+1, and go to step 2.

The following theorem shows that algorithm (4.1) possesses the
sufficient descent condition with strong Wolfe line search (5) and (6).

Theorem 4.1
Let {x, }and{d, } be generated by algorithm (2.1), then we have

dy gk < o, (29)

Proof: We can prove the conclusion by induction. From |go|? = -g{ do, the
conclusion (29) holds for k=0. Now we assume that the conclusion is true
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for (k-1) and gy_1 =0, i. e. g}_,dx_1<0. We need to prove that the
conclusion holds for k. Multiply both sides of (28) by g, , we have

2 T 2
”gk” +‘gkdk_l‘ ||gk||2+ ”gk”

dTg =— .gTd _
k Yk k Yk-1
\d[_lgk_l\ ‘dl;r—lgk—l‘
2
- ey, <o
‘dk_lgk—l‘
2
et o= 19%1l” g g lok-11% < |dg 4911
T
‘dk_lgk—l‘

W e will get (29), so the proof is complete.

5- The global convergence of MCD2 method.

In this section we are going to prove the global convergence of the
proposed method MCD2.

Theorem 5.1

Suppose that the Assumption (1) holds and consider any CG methods (2)
and (7). The parameter g"“P?defined by (28), and 7, defined by (27),

the direction d“P? is descent direction and determined «, by using (5)
and (6), if

Jox ]
T = <o, (30)
k=0 d
then
Ik_iminf||gk||=0. (31)

Proof: we can rewrite (7) as follows
dy +7k9k = Pdk-1,

and squaring both side of the above equation, we get

153



A Global Convergence of Spectral Conjugate Gradient Method for Large ...

2

] = 0] Jde-a” ~ 20 dic ~nifloul

Dividing the above equation by |g,||*, we have

2
leel® _ ldal® nlowl? +2maf d
4 2 4
lowl* (a7, 04) lo]

2 2

lowal? n2lox]? - 2k fox]
2 4
(AT aia) o]

2
| U

4

- 2 2 2
O o) ol o

foeal® 1
T 2 2
CHET Y

Noting that |do| = —g§ dg = |go*, we get

<

(32)

de> &
o <3 12 _ (33)
oraf =olai

Therefore, it follows from (33) and (19) that

2
loF di) Lo’
a > kL

which indicates
2

4
k=0|d\ > k=0k+1

This contradicts the Zoutendijk condition [21]. Therefore the conclusion
(31) holds, so the proof is complete.

The above theorem show that the new proposed method is
independent to any line search is descent and global convergent.
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Lemma 5.2

Suppose that Assumption (I) hold and consider the CG algorithm (4.1),
the direction d, given by (28) satisfies the sufficient descent condition

(29), and the line search satisfying the Zoutendijk condition [21], then
d, = 0and

0 2
Elnwk — Wk—l” < 0 (34)

Where w, =d, /|d,].
Proof: Obviously, we have d, = 0. Therefore, w, is well defined.

Now, from (19) and theorem 3.1 it follows that

> 5 < o0
ol

otherwise (21) holds, contradicting (31). Define

Vi mco2 |9k 1]
U == and rg, =f >0.
ldi| “ [di|
Therefore, we have
di Gk + A PPy
Wi = =
i [k
~m 9k . oMoz Jdk—1l| dy 4
= +IB —=
Jel 7% ekl k-l
=Ug + rk Wy _1-

Using the identity |wy|=|wy_4|=1, therefore
Juic = [wic = riewie ]| = Iricwic —wic—1] (35)
Using the condition r, >0, the triangle inequality, and (41), we obtain

[wic = Wi | <L+ i X —wie—o )]
< "Wk — I’ka_]_” + "rka — Wk—l”

= 2ui] - (36)

155



A Global Convergence of Spectral Conjugate Gradient Method for Large ...

From the definition of v, , and using (6) we get

=1 ||9k||2+‘9Idk_1‘ .
‘ ‘dg—lgk—l‘ e

S(1+0')a)l =Z

With the above estimates we get

2

2
\Y
S —w | = Safuf? —ax ML
k>1 k>1 kzl”dk”

o 422 o’
- 4 2
Loi|” di|

2 4
A28 o,

@1 o,

Therefore (34) holds, which complete the proof.
6- Numerical results

In this section, we reported some numerical results that we obtained
with the implementation of the two new methods MCD1 and MCD2 on a
set of unconstrained test functions. The cod were written in Fortran 90 and
in double precision arithmetic. Our experiments performed on a set of (35)
large scale nonlinear unconstrained test functions. These test functions are
contributed in CUTE (Bongratz [4] and Andrei [1]).

All these algorithms are implemented with strong Wolfe Powell line
search conditions (5) and (6) with 5§=0.001 and o =0.9. All these methods

terminated when the following stopping criterion is satisfied:
9-1f <1x207° (37)

We record the number of iterations denoted by (NOI), the number of
function evaluations denoted by (NOF), for purpose of our comparisons.
Table (1) and (2) gives a computational results of the two new methods
(namely: MCD1 and MCD2) against the standard CD method with n=100
and 10000, respectively. While Table (3) and (4) gives the percentage
performance of these two proposed methods (MCD1 and MCD?2) against
the standard CD method taking over all the tools as 100%.
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Table (1): Comparison between MCD1; MCD?2 against Standard CD with
different test problems with dimension n=100.

Standard CD MCD1 MCD2

Test Method

Method Method

Functions

N
S
(9]
w
N
=
ey
o

463 1008 471 1029
20 43 19 41
28 68 6 15
18 90 15 81

N
N
I
R
I
5
R
N
N
N
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_ 1944 4760 1294 3332

Table (2): Comparison between MCD1; MCD2 against Standard CD with
different test problems with dimension n=10000.

Standard CD McCD1 MCD2
Test Method Method m
Functions -

N
[e2]
[e)}

[ERY
[E

N

[EEN

N
e}

B
(o)}

(] = N
~N (Vo] ~ o [e)] w

(O3}

00
o

0o

1355 3480

N

N
[y
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I_ - -
Dixmaanc -
1268 379 1143 “

[e)} N

[EEY
~N

| Dixmaane

w
o

[EEN
N

N
N
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I S R
T N R
I N SR
I R

32 26

TRIDIA

Scaled Quadratic 6 1266 6 1269 6 1253
_ 5053 14124 4280 12499 4108 11707

IiiiiIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIIII

10 32
35 81

621

68 240
94 199
5 15
35 671
31

Table (3): Percentage performance of the MCD1 and MCD2 methods against
the standard CD method with different test problems with dimension
n=10000.

Measurement Standard CD MCD1 MCD2
- MethOd mm

Table (4): Percentage performance of the MCD1 and MCD2 methods against
the standard CD method with different test problems with dimension
n=10000.

Measurement Standard CD MCD1 MCD2
Method Method Method

100% 84.88% 81.30%
100% 88.49% 82.89%
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From Table (3) we have obtained the following results: MCD1 saves
( NOI 30.30%), (NOF 26.89%), and MCD?2 saves (NOI 33.44%), (NOF
30.0%) compared with standard CD method. While from Table (4) we have
obtained the following results: MCD1 saves ( NOI 15.12%), (NOF
26.89%), and MCD2 saves (NOI 18.70%), (NOF 17.11%) compared with
standard CD method
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