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Abstract

This paper presents two new spectral conjugate gradient methods
which are designed for solving nonlinear unconstrained optimization
problems. These methods are based on the idea of the Hideaki — Yasushi
method. Which produce sufficient descent search direction at every
iteration. Experimental results indicate that the new proposed methods
more efficient than the Hideaki — Yasush method.

uadlal)

@l ol @hl e Ofaas Gl Glaai w8 Gl s S

b adins GLRGLI Bl LBkl ey AadD) LBV L e Jal duaidal)

Lgd () aylall sl 8y . Hideaki — Yasush dayyl 58 e (oY)

Okl 3. gl Al bl LI IS de 3a & laadl ) Caay ol
.Hideaki — Yasush 4a,l 45)lae

Introduction

The nonlinear conjugate gradient (CG) method is designed to solve
the following unconstrained optimization problem

min{f (x) ‘ xeR" } .......... @

where f:R" —R is a continuously differentiable nonlinear function
whose gradient is denoted by g. Due to its simplicity and its very low
memory requirement, the CG method has played a special rule for solving
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large scale nonlinear optimization problems. The iterative formula of the
CG method is given by

Xeg =X+, d L 2

where «, >0 is a step length which is computed by carrying out a line
search and satisfies the standard Wolfe (SW ) conditions

f(x, +ad)<f(x)+5ad g, e (3)
9%+ d) d, 25,dig. e (4)

with 0< ¢, <5, <1, and d, , is the search direction defined by

-0, k=1,
dea=3 (5)
— O + By k>1,

The search direction d, is generally required to satisfy :

gr.de, <0, (6)

which guarantees that d, is a descent direction of f(x) at x,. In order to
guarantee the global convergence, we sometimes require d, to satisfy a
sufficient descent condition :

g;<r+1dk+1 < _C||gk+1||2 .......... (7)

where ¢ is a constant [8]. Different CG methods correspond to different
choices for the scalar g,. The well known formulas for g, suchas g* (
Hestenes, Stiefel [7]), g " ( Fletcher, Reeves [6]), 5" ( Polak, Ribiere and
Polyak [9]), p° (Fletcher [5]), B-° ( Liu, Storey [8]), p°> (Dai, Yuan [4])
can be found in many related literatures. Recently, Hideaki and Y asushi
[14] proposed a new conjugate gradient method which was obtained by
modifying the DY method and called HY method. A nice property of the
HY method is that it generates sufficient descent directions. The parameter
B, in HY method is given by

T
g k+lg k+1

Pl =
OT(fk - fk+1)
k

performs more effective more details can be found in [14]. It is well know
that the linear conjugate gradient methods generate a sequence of search
directions d,., such that the following conjugacy condition holds :
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d'Hd, =0, Vv i=j,

where H is the Hessian of the objective function. For general nonlinear

function f, we know by the mean value theorem that there exists some
t (0, 1) such that

deaYi = iy VAT (X +teydy)
Therefore, it is reasonable to replace (10) with the following conjugacy
condition :
dlj+lyk = O :

Recently, extensions of (10) have been studied in [4,7] that are based on
the standard secant equation

HeaYe =V - 12)
from (12) and the search direction d,, can be calculated in the form
dk+1 =-H k+lgk+l ---------- (13)

we have

d|<T+1Yk = _(Hk+1gk+1)T Yo = _gl—+lHk+1yk = _ngVk-

By introducing a scaling factor t, Dai and Liao considered a generalized
conjugate condition,

dkT+1yk = _thJerk , 120,
where t is a parameter. In the case t =0, then (15) becomes (11). In case
t=1, (15) reduced to (14). Furthermore, if exact line search is used, then

g,.,v, =0 holds for all k. It follows that both (14) and (15) coincide with
(9) . More details can be found in [10]

Another popular method to solving problem (1) is the spectral

gradient method, which was developed originally by Barzilai and Borwein
in 1988. The direction d,., is given by the following way

Ay =091+ Bd,

where 6, is scalar parameter which follows to be determined. More details
can be found in [3].
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The structure of the paper is as follows. In section (2) we present
the new spectral conjugate gradient methods and descent algorithm.
Section (3) show that the search direction generated by this proposed
algorithm at each iteration satisfies the sufficient descent condition.
Section (4) establishes the global convergence property for the new CG-
method. Section (5) establishes some numerical results to show the
effectiveness of the proposed CG-method and section (6) gives a brief
conclusions and discussions.

2. A New Spectral Conjugate Gradient Methods

In this article we present a modification of the Hideaki and Yasushi
rule, is defined on the basis of g as follows :

SAH __ g;—+lgk+1 _ g;—+lgk+1(v-krgk+l)
<2 2 17
a1 ) [Z(fk—fm)j )
k ak
Observe that
ﬂkSAH — g;—+lgk+1 1_ Vlgk-*—l :ﬂkHYtk

2 2
7(fk - fk+1) 7(fk - fk+1)
ay ay

where

From the second Wolfe condition it follows that v[g,,>dv g, =6,2,d/g,. IN
[14] Hideaki and Yasushi proved the i(fk - f,)>-26,9,d,. It follows that
a

k

2 Vi 0, Zdzakdk:gk =5zak . Hence t, =1- ) Ve Oy Sl_{ézak}zl_F 5,0, -7,
E(h-ty) TG St L%

a, a

Therefore, p* <p™z,.

To determine the parameter ¢, in d,,, =-6,9,., + BV, We suggest

the following two procedures, in order to satisfy both the descent condition
and the conjugate condition in the frame of conjugate gradient methods :
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1-The first procedure is based on the descent condition. Putting
A3 into (16) with descent condition , we obtain :

T T SAH T
i1 =091 T B Vi G <0

= —nglﬂgkﬂ+ 5 g;+lgk+1 _ giﬂgkﬂ(vggkﬂ)z
7(fk - fk+1) = f _ f
ay a, ( k k+l)

T
Vk gk+1 <O

| —— (18)
T T T
2 gk+lgk+1 _ gk2+lgk+1(vkgk+l)2 V'kl'gk+1<9kgz+19k+l
— (i) | 25 _
A U
From (18) we get :
981 > g;+lgk+l _ gz+lgk+l(vlgk+l) Vlgkﬂ (19)
K 5 2 T e
- — 2 gk+1gk+1
a, (=) ((fk - fk+1)j
L ak -

2- The second procedure is based on the conjugate condition
Substituting (16) into (14), we obtain :

dkT+1Yk :_Hkngyk +:BkSAHVI Y«

Oealir  JraTia (Ve Oicad)
dl.<|-+lyk =—9kgg+lyk+ 5 k19 k+1 _ Jks1Ik+1\Tk Jk+1 T
7(fk_fk+1) [2

k

2
_0{ ak(fk_fkﬂ)j

| (20)

Jeal e Gin (Ve On)
9kgl+13’k: 2k1k1 _ k21k1|<k12
;k(fk = fea) [(fk - fk+1)]

T T
Vi Vi 04V

a,

we have :
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T T T T T
O BenBiea (Vi Giewn) | Vi i _|_9k+1Vk

s2

%712 5 2lgl.y oy

7(fk _ fk+1) —(fk—fk 1) k+1J k k+1 ) k
a, "

a,

As above, since g;,,v, — 0 along the iterations, ¢°* obtained from
the Newton direction paradigm is very similar to 6°° based on the
conjugacy condition.

Now we can obtain the new conjugate gradient algorithms.
New Algorithm :

Step 1. Select x, e R" and the parameters 0< 5, <5, <1. Compute f(x,)
and g,. Consider d, =—g, and set the initial guess «, =1/|g,|.

Step 2. Test for continuation of iterations. If |g,,,| <10, then stop.

Step 3. Line search. Compute «,,, >0 satisfying the Wolfe line search
condition (3) and (4) and update the variables x,, = x, +«,d,.

Step 4. B, conjugate gradient parameter which defined in (17).

Step 5. 6, iscomputed as in (19) and (21) where 6, >1/4.

Step 6. Direction computation. Compute d,,, =-6,9,,, +5,v,. If the restart
criterion of Powell |g;,,9,/>0.2|g,..|*, is satisfied, then set d,, =-4g,,
, else set k =k +1 and continue with step?2 .

3. The sufficient descent condition

In this section we shall introduce the new theorem which is ensure
the sufficient descent of the new methods given in (17) with (19) and (22).

Theorem (3.1)

If 6> >1/4, then the direction d, , =-6'g,., + 8"v, satisfies the
sufficient descent direction.

1
11 I U— @

102



A New Globally Convergent of Spectral Hideaki - Yasushi Type Conjugate ...

Proof.
Since d, =-g,, we have gJd, <-|g,|’ <0. Assume by induction that
g.d, <—clg,|" <0 where 0<c<1 ... (23

which is a sufficient descent direction. To complete the proof, we have to
show that the theorem is true for all k+1.. Multiplying (16) by g,.,we have :

g-kr+ldk+l = _ekﬂ”g k+l||2 + ﬂkSAH g;—+lvk

glﬂgkﬂ _ glﬂgkﬂ(VngH) .......... (24)

2 f f 2 2 g[-%—lvk
;( ¢~ ) (ak(fk - fk+1)j

= =09l +

Now, using the inequality u'v<1/2(u[’ +|v[") to the second term of the right
hand side of the above equality, with u=((2/«)(f - f.,))g.,and v=(g; ,d,)y,
we get :

o e K;{z(fk—fm)})gk+1/ﬁ] V207 9,0000]

2 (f, -1 2 ’
OTk( k™ k+1) [ak(fk _ fk+1)]
11( 1 ’
Lo - f 212079, 9.
2{2(% { (f, k+1)}J ||gk+1|| +2(Vy 9y.1) ||gk+l|| ] llllllllll (25)
< ; >
[(fk - fk+1)j
oy
=%|gk+1 ., (VI9k+1)2||gk+1||22
2
[a(fk - fk+1)j
k
from (24) and (25) we have
1
Orides < —68gua +Z||gk+l||2 .......... (26)
T s1 1 2
Oiaalies < _|:0k _Z} ||gk+1|| o (27)
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To conclude, the sufficient descent condition from (22), the quantity
6>t —1/4 is required to be nonnegative. Supposing that 6°* -1/4 >0, then

the direction given by (16) and (17) is a descent direction more details can
be found in [2].

Remark : we use similarly technique to classical algorithm 2.

4. Convergence analysis

In this section we analyze the convergence of the algorithm (2) and
(16), where g, and g, are given by (17), (19) and (21) respectively. In the
following we consider that

9.0, Vk=1. (28)

Otherwise, a stationary point is at hand. We make the following basic
assumptions on the objective function.

Definition 4.1

A twice continuously differentiable function f is said to be

uniformly convex on the nonempty open convex set S if and only if there
exists M >0 such that

@) -9y . (x=y) =M[x—y[*, x,yes (29)
or, equivalently, there exists r >0 such that
ZTVZf(X)ZZI’”Z”z VxeS,vzeR". (30)
see [12].
Assumption 1

The level set  I={x: f(x)< f(x)} is bounded ; that is, there exists
a constant B >0 such that

ld|<B,V xel. L (31

Assumption 2

In some neighborhood N of I (IcN), f is continuously

differentiable, and its gradient is Lipschitz continuous ; that is, there exists
a constant L >0 such that

IVf () -VE(y)|<L|x-y[. VxyeN. ... (32)
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The following proposition is now immediate [12-13].

Proposition 4.1

Under Assumptions 1 and 2 on f,there exists a constant y > 0 such
that

VF (x)] < yiovxel. (33)

Lemma 4.1.
Suppose that Assumptions 1 and 2 hold. Consider any conjugate

gradient method in the form (2) - (14), where d,, is a descent direction
and «, 1S computed using the strong Wolfe line search conditions. If

1
Z 0, (34)

20
Zijod

then we have

liminf |g,[ =0.
k—o

Theorem 4.2

Suppose that Assumptions 1 and 2 and the descent condition hold.
Consider a conjugate gradient method in the form (17)-(19) with ¢>* and

B, where «, is computed from the standard Wolfe line search
conditions (3) - (4) . Suppose that there exists the positive constant  such
that 1/4 <6, <7 for all k>1. If the objective function is uniformly convex
on S, then Ikim la.]=0.

Proof :

Now, from g < g™z, with 62 it follows that f is a uniformly
convex function. Because the descent condition hold, we have d,, #0.
Also, from Assumptions 1 and 2, Proposition 4.1, Lemma 4.2, we have
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.l = H_‘9|<Slgk+1+ﬁkSAHdkH
<[08] lgwall+[BE" 2|l

2
Os
< tlgal+| 2l 7, fjg,)
7 k_fk+1
a,
2
) [7} .......... (45)
<ry+z,— 41 B
‘25,9,
Ided] s[ﬁc;j; . c-z,—B
2¢6, 9. ||

This relation shows that

v

1 1
2 d 72 N Zl:oo, ..........
k>1 k+1|| (Cl + C y j k>1

Therefore, from Lemma 4.1 we have liminf |g, | =0, which for uniformly
k—o0
convex function is equivalent to lim ||g, [ =0.
k—o0

Remark : we use similarly technique to classical algorithm 6°2.

5. Numerical Results :

In this section, we reported some numerical results obtained with the
implementation of the new methods on a set of unconstrained optimization
test problems taken from (Andrie, 2008) [1].

We selected (15) large scale unconstrained optimization test
problems. For each test function we have considered 10 numerical
experiments with number of variables n=100, 200, ...... 1000. We use
5, =10 and &, =0.9 in the line search routine (3) - (4). All these methods

terminate when the following stopping criterion is met |g,.,|<10°.

All codes are written in double precision FORTRAN Language with
F90 default compiler settings. We record the number of iterations calls
(NQOI), and the number of restart calls (IRS) for the purpose our
comparisons.
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Table (5.1) : Comparison of methods for n= 100

Table (5.2) : Comparison of methods for n= 1000
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Partial Perturbed Quad. F F F F F F
Liarwhd 98 85 64 50 36 25
Denschnc 21 19 13 11 21 19
Extended Block Diagonal 47 18 37 17 39 18
Generalized Quad. GQ1 52 21 52 21 50 18
Sincos 38 19 35 14 33 14
Liarwhd (CUTE) F F 1566 906 701 252
Generalized Quad. GQ2 1420 474 1427 479 1393 469

Total 1963 802 1849 702 1827 708

Conclusions

Form the numerical results of the above tables, we say that the
results of Table (5.1) and Table (5.2) give a general comparison between
HY and two new spectral CG-methods taking non linear test function with
n=100,1000. This table indicates that the modified methods saves (16-17)
% NOI and (20) % IRS. The Percentage Performance of the improvements
of the Table (5.1) and Table (5.2) are given by the following table (5.3).

Table(5.3): Relative efficiency of the new Algorithm

Tools NOI IRS
M Dai-Yuan method 100 % 100 %
New Algorithm with 49k51 83.24 % 79.34 %
New Algorithm with QKSZ 82.12 % 79.74 %
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