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Abstract ' ' |
An Optical Character Recognition (OCR) approach for printed
Arabic SCI‘lpt is presented in this paper, Which is one of the most popular
SCI’lptS in the world. Development of an OCR system. For Arabic script it
is difficult because Arabic characters are distinct and many structurally
similar characters exist in the character set.
In the proposed approach, the technique can be divided into three
major steps. The first step is digitization then do some pre-processing

like segmentation to detect the slant of character and correct it .Second,
feature extraction ,using gray-level matrices. Finally, the K-Nearest-

Neighbors is used for classification, This method was tested using 45
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pattems'for each Arabic character with different fonts (simplified Arabic,

“tahoma, traditional Arabic). The sample images were divided into 20
training and 25 test images. Images in the test set did not appear in the
training sets. This method performs extremely well with recognition rates
90.3%. This is a very good performance. All of this demonstrates that the
“new method is able to handle printed Arabic character task efficiently. It
is a promising technique for recognition printed Arabic character.

1. Introduction \ :

Optical character recognition (OCR), deals with the recognition of
- optically processed character rather magnetically processed ones. In a
typical OCR system, input characters are read and digitized by an optical
scanner. Each character is then located, segmented and the resulting
matrix is fed into a preprocessor. Off-line recognition can de considered
the most general case: no special device is required for writing and signal
interpretation  is “independent  of 91gnal generation, as in human
recognition[6].

The recognition of Arabic character has been an area of great
interest for many years, and a number of research papers and reports have
already been published in this area. There are several major problems
with Arabic character recognition: Arabic characters are distinct and
idcographic, many structurally similar character exist in the character set
Table (1). Thus, classification criteria are difficult to generate [1][3][6].

The Arabic language has a rich  vocabulary. More than 200 million
people speak this language as their native speaking, and over 1 billion
people use its character set, such as Persian and Urdu. Due to the cursive
nature of the script, there are several characteristic that make recognition
of Arabic distinct from the recognition of Latin script or Chinese
[11}{12].

The study of Arabic character recognition has been regarded since 1980s.
However, in comparison with the other languages, such as Latin, Chinese
and Japanese, there is a little work has been conducted on the automatic
recognition of Arabic character [4][5].

Arabic is written from right to left. Since the proposed application area
provide letters in an isolated form. Arabic has four forms for each letter
depending on the position of the letter in each word. These are initial,
medial, final and isolated, see Table (1).As more generalized system

would need to train 112(28*4) separate classes rather than 15 classes (for

letters) to accommodate all four forms.
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Table (1) The basic alphabets of Arabic character and their shapes at dlfferent
posntlons in the word. :

Name Isolated Started | Middle End
Alif ] ! (I w
~Ba R — — G
Ta & - i LN
Tha & = i RO
Jeem z _ —_ &
Hha c ia —_ —
Kha ¢ - 5 =
Dal 3 e
Thal i L
Ra J >
Zay J -
Seen o — s i
Sheen P — e b
Sad oa —a —a uam
Dhad o4 —sa —ie a
Tta b —h b b
Za 5 - b b
Ain ¢ s — ~
Gain ¢ < —— .
Fa o b —i i
Qaf 3 5 — .
Kaf d - — o
Lam J — L. O
Meem — —_— —
Noon O — — O
Ha ° — —fe _
Waow 3 -
ya ] — - —

2. Digitization
The first step in character recognition system is acquisition Wthh

is done by scanning an Arabic text with (300 dpi (dot per inch))

resolution. The input file for the system is a gray scale ((PGM) format

(portable gray map)). Gray scale image files cover more pixels of the

original image than binary images, so the file provides more information
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“about it. Also some feature like loops can be distorted in binary version of |

- an image file, therefore unlike a gray scale ﬁle useful mformatlon is
’ corrupted[S] ~

3. Preprocessmg . ;

It is necessary to perform several document analy51s operatlons
prior to recogmzmg text in scanned documents. In any OCR system.
preprocessing includes the connection ~ of segmentatlon and
normalization, see figure (1), preprocessing receive a first binary
image of a plurality of characters, Preprocessing generally consists of
a series of image-image transformation. It dose not increase our
knowledge of the contents of the document, but may help to extract it

3.1 Thresholdlng

The next step is to extract a bmary (0,1) image from the obtained

digital image. Image thresholding classifies the pixels of an image into

the foreground (the writing) and the background. In the case of grayscale
“images, like images used in this research, the pixels initially have a value
from 0-255, and the general idea of thresholding is to convert pixels
~above a certain level of gray into foreground and to convert pixels below
the level into background. In the simplest method, global thresholding, a
pre-determined constant T is used to threshold the image. Clearly, this

technique does not consider the difference between characters in a
given image or between various images; contrast and brightness in an
image can vary making this method too simplistic.

Paper document Image

v
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Figure(1) : Steps in character recognition system.

Depending on image quality, the background may be very dark or
light, the writing may be fuzzy and light or dark and clear. For this
reason, a dynamic process must be .used to threshold the image. For
example, another method is to use the pixels in the corner of the image
which are assumed to be background and create a threshold value based
upon these pixels. However, while this method does pay attention to the
shade of the background, it still ignores the foreground and can lead to
poor and spotty results.

A common method practiced is to use a histogram of the pixel
values in the image; there should be a large peak indicating the general
value of the background pixels and another, smaller peak indicating the
value of the foreground pixels. A threshold can then be chosen in
between the two peaks; this is known as valley-seeking [17]. This is a
successful method. However images do not always contain well-
differentiated foreground and background intensities due to poor contrast
and noise. Perfect thresholding is a difficult task, and this method
provides adequate results so a variation of this method has been
implemented for use in this application.

3.2 Segmentation

The next step in the process of recognition is to break up the binary
image into the images of each individual character. Then each character
will be represented by a 2 dimensional bitmap array. This is one of the
most difticult pieces of the OCR system. In all printed Arabic character,
the width at a connection point is much less than the width of the
beginning character. This property is essential in applying the baseline
segmentation technique [6]. The baseline is a medium line in the Arabic
word in which all the connection between the successive character tack
place. If a vertical projection of bi-level pixel is performed on the word

[6] (Eq. 1).
p(j)=> w(ij) (1)

Where w(i,j) is either zero or one and i,j index the rows and columns,
respectively, the peak point will have a sum greater than the average
value (4¥) (Eq. 2). '

AV =(1/Nc)2N_c:)(j ()

i=1

And where Nc is the number of columns and Xj is the number of black
pixels of the jth column [2]. Figure(2), illustrates the segmentation of an
Arabic word into peaks
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(b)

Figure (2): An example of segmentation of the word into peaks (a) Arabic word

(b) histogrh m,

3.3 Slant Correction :

Slant correction is intended to straighten a character so that its
main vertical components stand perpendicular to its baseline and its main
horizontal components lie parallel to its baseline. This method is
employed because the recognition methods used can be sensitive to the
pitch of a character and may fail if the image is tilted despite having a
clear form. To accomplish this task, The horizontal/vertical projection
profile is used. '

The horizontal/vertical projection profile is a histogram of the
number of black pixels along horizontal/vertical scan-lines. For a script
with horizontal text lines, the horizontal projection profile will have
peaks at text line positions and troughs at positions in between successive
text lines. To determine the slant angle of a document, the projection
profile is computed at a number of angles, and for each angle, the
difference between peak and trough heights is measured. The maximum
difference corresponds to the best alignment with the text line direction.
This in turn determines the slant angle [7][14][16].

(b) fe)
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| Flgure (3) (a) The character before slant correctlon (b) The character after slant

‘ correctxon

3.4 Size N ormallzatlon

In OCR, very small and very large word or character images are
often scaled to standard size, even though the outlines of characters of
different size in the same typeface are not congruent. Size normalization
is used to reduce the variation in size. Directly scaling all images to an
identical size will result in significant deformation in many case.

Size normalization for binary image f{x,)) applied in this OCR, so
that the size of the rectangle circumscribing the pattern is 32 x 32 pixel.
Consequently, the normalization image f'(x,y) is described as follow :

S (x,p) = [(((width % x)/32)+ 6x,((height * y)/32)+6y))  (3)

Where width and height are that of the pattern, respectively. Then dx and
dy are the horizontal and vertical distance between the left-top corners of
the image-and the rectangle, respectively.

4. Features Extraction

In principle, any texture analys:s tcchmquc can be applied to
- extract features from each character image. Here established methods is
~ implemented to obtain texture features, namely the gray-level matrix. It
~ is often used as a benchmark in texture analysis [9].

4.1 A Gray Scale Matrices ,

The gray Scale matrices technique sketched in this section is based
on the repeated occurrence of some grey level configuration in the
texture.

Let f: L, x L, — [ be an image, with dimension L,=1,2,...,n, and
Ly=1,2,...,n,, and gray level G =0,1,...,m-1. Let d be the distance between
two pixel position (x;,y;) and (xz,5,). The immediate neighbors of any
pixel can lie on four possible direction :© = 0°45°,90° and 135° as
indicated in figure (4). The Gray Scale matrices is constructed by
observing pairs of image cells distance d from each other and
incrementing the matrix position corresponding to the gray level of both
cells [8]. This allows us to derive four matrices for each given distances
P(0°d), P(45°d), P(90°,d), P(135°d). For instance, P(0°d) is defined as
follows:

P0°,d) = {P°(i, j); i €[0, m], j € [0, m]} (4)
Where each P(i,j) value is the number of time when:

Fxny)=i, f(xay2)=), x-x2}=d and y,=y, append Slmultaneously in the
image. P(45° d), P(90°,d), P(135° d) are define similarly.
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~ The fnatri'x'var'e normalized and features derived from them. Many

“feature can derivcd directly [8][17]. Figure(4'-b)_considering a4 x4

_image with gray scale in the range 0 to 3. the gray scale matrices in the

© 07 45° 90° and 135° directions are shown in figure(4-c).

 135’   ., 90’   45" |
b

678

, 0 2 2 2
4132
: l 2 2 313
@ ‘ N (O
, 4 2 1 0 o (4 1 0 0)
P( 1 ’00)= 2 4 O 0 P( 1 ,4.50)=‘ 1 2 2 0
e 1 0 6 1 i 0 2 4 1
0 0 1 2 “0 0 1 0oJ
9 0 2 0 | "2 1 3 0)
P(1,90%)= 0 4 2 0 P(1,135%= 1 2 1 0
| 2 2 2 2 3 1 0 2
0 0 2 0 | L0 0 2 o/
© |

Figure (4):( a) Eight nearest-neighbor resolution cell, (b) A 4*4 image with 0 to 3
gray scale values, (c) Calculation of gray Scale matrices in four direction.

5. The K Nearest-Neighbors Classifier

k-Nearest Neighbors approximation method is a very simple, but
powerful method. It has been used in many different applications and
particularly in classification tasks. The key idea behind the 4-NN is that
similar input data vectors have similar output values. One has to look for
a certain number of nearest neighbors, according to Euclidean distance,

and their corresponding output values to get the output approximation.

We can calculate the estimation of the outputs by using the average of the
outputs of the neighbors in the neighborhood.
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When usmg the K nearest nelghbors classnﬂel (KNN) for each j

~ class ¥in the training set, the ideal feature vectors are given as fv. Then

- we detect and measure the features of the unknown character (represented -

- as U). To determine the class R of the character we measure the similarity
with each class by computing the distance between the feature vector v
and U the distance measure used here is the Euclidean distance. Then the

dlstance computed dv of the unknown eharacter from class V'is glven by
g /2
N .

dv= 2( j_f"j)z | ©®)

‘where J=1 ,2,..., N (N is the number of the features consndered)
The character is then assigned to the class R such that:

"dR-—mm (d ) | (6)

- where (R=1,...., no of classes)[lS]

6. Experlmental Result
- A number of experimental weie carried out to show the
effectiveness of the proposed algorithms. Forty five sample for each
character were selected (using the font: simplified Arabic, Tahoma,
‘traditional Arabic). For the purpose of the classification the sample
~ images were divided into 20 training and 25 test images. Images in the
test set did not appear in the training sets.

Feature were extracted using five distances (d=1,2,3,4,5) and four
directions © =(0,45,90,135"). This gives each input character image 20
matrices of dimension 2*2. For each 2*2 gray scale matrix derived from a
- binary character image, there are only three independent values due to
the diagonal symmetry. The three values are used directly as features. So
‘we have 60 = (4*5*3) features per character image; different
combinations of feature sets, e.g. features at ¢=1, 2, 3 and four directions
(given above) were used (i.e. there were a total of 36 features (3*3*4)),
etc. Table (2).

Table (2) The calcification accuracy of the gray scale matrix technique

Distance d=1,2,3,4 |d=1,2,3 | d=1,2 | d=1
Calcification rat. 90.3 83.8 81.2 | 75.2

This method performs extremely well with recognition rates 90.3%.

7. Conclusion
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In this paper we have presented a technique for reCognizihg
printed Arabic characters. A number of experiment have been conducted.

The experiment used 45 sample for each character. Features were

extracted from character image by using Gray Scale Matrix technique.
Recognition was performed through using K Nearest-Neighbors (K-NN),
classification. The results obtained were very promising and recogmtlon
as high as 90.3% was indicated.

All of this demonstrates that the new method is able to handle
printed Arabic character task efﬁmently It is a promlsmg techmque for
recognition printed Arabic character.
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