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Abstract
In this paper, a modified globally convergent self-scaling BFGS
algorithm for solving convex unconstrained optimization problems was
investigated in which it employs exact line search strategy and the inverse
Hessian matrix approximations were positive definite. Experimental
results indicate that the new proposed algorithm was more efficient than
the standard BFGS- algorithm.

1. Introduction.
Consider the unconstrained optimization problem

min {f(x) ‘ x e R" } .......... @
where f is a continuously differentiable function of n variables. Quasi-
Newton (QN) methods for solving (1) often needed to update the
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iterative matrix B,. Traditionally, {B,} satisfies the following QN

equation:
BeVe =Y« (2

where Vie =X = X 0 Y = 0k — Gk [5]
The search direction is computed by:
d =-B'g, ©)

where g, is the gradient of f evaluated at the current iterate x,. One then

computes the next iterate by
Xep =X +d, L (4)

where the step size «, satisfies the Wolfe — Powell (WP) conditions
f(x, +ad)<f(x)+8adlg, e (5)

g(x +ed)'d, >5dig, (6)

where 5, <1/2 and ¢, <5, <1 [2].

The famous update B, is the BFGS formula for which B, , is updated as :

T T
B, =B - DA%B Yo )
Vi Bvie VY

In [6] Zhang and Xu proposed a new QN-condition defined by:
BoVi =Y« (8)

By using (8), The modified BFGS—update may be given by:

T * *T
_ B,V vy By " Yi i

B .. =B
k+1 k T T, *
v, Bvi Vi Y

where

;
Y=y + 6L f, — fi..l +T3(gk+l +9) Vi Vo e (10)
Vk yk
Dai [3] proved that updates (9)-(10) may fail for convergence,
especially for the non-convex functions. To overcome this drawback, let
us consider the self-scaling BFGS update due to Al-Bayati [1].

1.1 Al-Bayati Self-Scaling BFGS-Method [1].
The standard BFGS update can be separated into two components,

B® and B so that:
Bgees =BP+B® 11)

g@:



Prof. Dr. Abbas Y. AL-Bayati & Dr. Basim A. Hassan & Sawsan S. Ismael

T T
where  B® =B, _M - @ =YY
v, B, v, v, Y,

AL-Bayati's [1] modifications for the BFGS formula can then be written
as:
VI Bka

-
Yi Vi

B

—RrRW (2) —
AL—Bayati ~ B + pk B ’ pk -

which will satisfy
BoVi =LY (13)

This relaxation of the QN-condition is of particular interest in deriving
different VM-algorithms for non—quadratic objective functions.

1.2 A Modified Self-Scaling BFGS-Algorithm.
In this section we will deal with an algorithm which generates the
sequence of B,,, matrices which converge to the Hessian matrix G and

satisfies the following modified QN-condition:
BoVk =2 Yo (14)

According to the above strategy, B® and B of Al-Bayati's update can be
represented as:

Bygres =BY +B® @5)
h ® B, V, Vi By @ y:y:T
where B =Bk—? ,  BY ="
Vie BV Vi Yx

By using (12), the modified AL-Bayati's BFGS- update may be written
as:

* %1

;
Brv=p, - VB e YV (16)
+ T T >
Vi By Vi Yk
h « ViByv, . defined i
where p* == y* s a vector defined in (10).
Y Vi

1.3 Outline of the Modified BFGS-Algorithm.
The outline of the modified BFGS algorithm is as follows:

Step 0 : Choose an initial point x, € R"and an initial positive definite

matrix B, =1, ¢=1*10", set k=1.

n*n 1

Stepl:1If |g]<e,stop.

Step 2 : Solve d, = -H, g, to obtain a search direction d, .
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Step 3 : Find «, by (WP) step-size rules (5) and (6) .
Step 4 : Generate a new iteration point by x, , = x, +«,d, and calculate

the new updating formula (16) with (10).
Step5:Set k=k+1andgoto Step 1.

2. The Global Convergence Property for the Modified BFGS-
Algorithm.

The important property of the line search method is the global
convergence property defined by the relation :
lim inf loef=0 (174a)

To prove this property, it is equivalent to prove that the modified
BFGS-updating formula (16) generates identical conjugate gradient search
directions provided that the function is quadratic and exact line searches
are used . Let us consider the following property :

Property (2.1).
Let f be given by

£(x) =%XTGx+bTx .......... (17b)

where G is symmetric positive definite. Choose an initial approximation
H,=H where H is any symmetric positive definite matrix. Obtain H,,

from H where d, =—Hg, is the search direction and assuming exact lime

searches then;
H,9=Hg" L (18)

Proof : see [1].

It is well know that the inverse equivalent BFGS-update formula of
the modified updating formula (16) can be written also as :

* *T *T *
HiVeVe +Vi Ve He  Veve |« H
Hy = Hy - IICEYN B, Vi | e e A | (19)
Yio HiYi Vic Yk k Yk

where  p'« _ Y A , ¥, Isavector defined in (10)

*

Vi Vi
which is the dual of the modified updating formula (16) in sense that
H =B, ,v, =y and p, =p".

The following Lemma (2.1) which was given in [6] page 273, yields:

g@:
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Lemma (2.1).
Suppose that if («, ,x.,y..d,) generated by the BFGS update and
that G is continuous at x". Then we have

6[f — fl+3(9,0 + gk)T Vi
Vi Vi

lim =0

k=00

New Theorem (2.1).
Assume that f(x) be a quadratic function defined in (17b) and that

the line searches are exact: letH be any symmetric positive definite
matrix for the modified self scaling BFGS-updating formula defined by:

* «T *T *
Hia=Hy - HKYKVET+VK {k Al + V$V:* L TH k*yk ..... (20a)
Y Hiyi Vie Y Vi Yk

*T H *

where " = J e (20b)
Vi Vi

Then the search direction

dyerss =—Hw0™ (21

is identical to the Hestenes and Stiefel conjugate gradient direction d,
defined by:

*T *
dusco=—0" +1—-d fork>l ... (22)
y d
Proof :
* *T *T *
Hoyove vy He vivi |« yr Hy
Hey=H, - ka*k_k_II_<*k+1l<-k*pk+leik
V'Y V'Y Vi Yk Vi Yk
Now
* * *T * *T * *
« HOYMVe g, Ve Hid Ye HiYiVe
dyveres =—Hi 9k + kaEk"'ka*ka—zk kazka
Vi Yk Vi Y Vey)™ (23
—Hgr+ e DBy, (24)

T
k Jk
using the property v;g, =0 quoted earlier which holds for exact line
searches. The vector g, can be substituted for H,g, by using property
(2.1). Therefore :
*T %
dveres =~k + Y O Ve (25)

T *
Vi newyk

New by using Lemma (2.1) we have
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Yy Oy

*
dyveres =0k +
k Yk

Ve (26)

We also know that d,gs and d,s. are identical [4] with exact line
searches. Hence equation (25) becomes

T *
Y Hi 9y
TeLEk g

k(HscG) Yk

dyameras) = -Gy + K(HSCG) e (27)
This completes the proof of the global convergence property of the
modified BFGS-algorithm.

3. Numerical Results.

This section was devoted to numerical experiments. Our purpose
was to check whether the modified self scaling AL-Bayati's BFGS-
algorithm provide improvements on the corresponding standard BFGS-
algorithm. The programs were written in Fortran 90. The test functions
were commonly used for unconstrained test problems with standard
starting points [6] and a summary of the results of these test functions
was given in Table (3.1). The same line search was employed in each
algorithm, this was the cubic interpolation technique which is satisfy
conditions (5) and (6) for convex optimization with & =0.0001 and

5,=0.1. The initial inverse approximation was H,=1. The stopping
criterion was taken to be |g,.,|~< 1*10™. We tabulate for comparison of

these algorithms, the number of function evaluations (NOF) and the
number of iterations (NOI) .

Table (3.1) gives the comparison between the standard BFGS-
algorithm and the modified self-scaling BFGS-algorithm for convex
optimization, this table indicates that the modified algorithm saves 11%
NOI and 14% NOF, overall against the standard BFGS-algorithm,
especially for our selected test problems.

Table (3.1)
Modified algorithm BFGS algorithm
Test-functions N NOF (NOI) NOF (NOI)
Non-diagonal 10 99 (40) 108 (40)
40 121 (53) 118 (50)
100 116 (51) 135 (56)
400 119 (52) 144 (59)
1000 127 (54) 150 (62)
Wolfe 10 31 (15) 32 (15)
40 85 (42) 87 (43)
100 113 (56) 125 (62)
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400 125 (62) 139 (69)
1000 143 (71 168 (83)
Cubic 10 61 (24) 70 (26)
40 85  (36) 83 (35)
100 79 (33) 98 (41)
400 80 (33 109 (48)
1000 101 (45) 112 (48)
Powell 10 82 (26) 82  (23)
40 100 (38) 132 (46)
100 98 (36) 140  (51)
400 113 (40) 157 (54)
1000 103 (38) 120 (39)
Cantrell 10 41 (10) 52 (10)
40 48 (1) 52 (11)
100 54 (12) 56 12)
400 57 (13) 71 (14)
1000 1 (17) 71 (14)
Miele 10 56 (19) 65 (21)
40 80  (26) 92 (30)
100 76 (26) 93 (30)
400 83 (28) 98 (31)
1000 84 (28 97 (32)
Total 2631  (1035) 3056 (1156)

The Percentage Performance of the improvements is given by:

Tools BFGS Modified algorithm

NOI 100 % 89.53 %

NOF 100 % 86.09 %
Appendix.

1.Cubic function :
n/2

f(x)= Z(lOO(Xzi - Xgi—l)z +(1- X2i—1)2)

2.Non —diagonal function:

n/2

Starting point:(-1.21,-1.2,1,

F(0) =) (@00(x; —x?)* +(1-X)?)

Starting point:(-1,

o




A Modified Globally Convergent Self-Scaling BFGS Algorithm for ...

3.Generalized powell function:
n/4

f(x)= Z(qu—s —10%4 5)® +5(X4i 1 = Xg1)® + (Xgig = 2%45)* +100X41g = Xgi)* + (Kaip = 241 = X4i)?)
i1

Starting point: (3101,........c.ccvevene. )

4.Miele function:
n/4

f(x)= Z[EXP(X4i,3) —Xgi 17 +100(X; 5 = X451)° +[taN(X4 5 = %,)]" + Xy 5 + (X4 —1)°

i=1

Starting point: (1, 2, 2, 2,..cccvevenee )

5Welfe function:

n-1
)= (=% B=%72)+2% —1% + D" (X1 =X B =X B =X /2) + 2%, =1 + (X, — X, (3%, /2 -1)?

i=1
Starting point: (=1, ......ccoeevevennen. )

6.Cantrell function:
n/4

f(x)= Z[EXp(mes) - X4i—2]4 +100(X,;_, — X4i—1)6 + [tanil(xm—l = X4 )]4 + Xzifs

i=1

Starting point: (4, 2, 2, 2,..cccceveneen )
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