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1. Introduction

There is an imbalance problem in the real data. This problem occurs when the data set for one of the classes, usually called
the minority class, contains fewer samples than for the other class, usually called the majority class. This is a class imbalance
problem that causes the minority class to get poor grades, which is very important. Therefore, it is difficult for a binary
classifier to effectively distinguish minority classes from majority classes, especially when class imbalance is severe [1]. The
classification operation involves two steps. The model construction represents the first step where each sample is considered
to belong to a predefined class as specified by the class label. A training set is the collection of samples used for model
construction. The next step in the classification operation is, the model built in the first step is used for classifying
forthcoming or unknown samples. The evaluation results for the classification model are done when the known label of a test
sample is compared with the classification result for the same test sample. The accuracy rate is the ratio of samples in the test
set that are rightly classified by the classification model. It is important to note that training examples should not be
manipulated to estimate model accuracy. To compose the test set, multiple independent samples must be used[2].

Class imbalance affects both traditional data and big data. However, due to the excessive class imbalance in big data, the
impact can be much more serious. Granted that big data is nevertheless data and the foundations are the same, where small
and big data manipulation lead to the use of the same domains, such as probability theory, mathematical statistics, computer
science, and visualization. [3]. In addition, given the fact that the amount of data is massive, multiple efficient strategies have
to be operated to process the data to construct notifications and decisions quickly [4]. Different types of techniques can be
considered when it comes to handling classification for imbalanced problems. Through the defined solutions, the resampling-
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based method is employed as a pre-processing to balance class distribution, which is considered as widely utilised of all
methods. The advantages of data resampling methods are evident since it allows various suggestions to be applied to the
same or different classifiers, to specify the approach that sufficiently adapts to the input data. There are two kinds of pre-
processing strategies, On the one hand, the oversampling methods replicate instances of the minority class. In contrast,
resampling methods eliminate examples from the majority class. Each method has its capabilities, as the oversampling
method allows for maintaining the proper information of the problem, it is strengthening the borderline regions for the sets of
the minority class. Also, the undersampling allows implicit refining of possible squawking data and supports the treatment of
class overlapping [5].

The clustering algorithm is an essential process that can be used to improve imbalanced solutions and the distribution of large
data sets. Clustering is the process of splitting data samples into different groups. The K-mean classifier is denoted as the
most commonly used, unsupervised learning classifier [6]. A Mini-batch k-means algorithm is proposed as an improved copy
of the K-means method. This algorithm selects a subset of samples from the dataset randomly each time and in general
decreases the convergence time [7]. In the current research, a model of Hybrid Undersampling-SMOTE ( HU-SMOTE)
methods was designed to solve the imbalance problem in the classification model. This solution benefited from the
advantages provided by the clustering algorithms. The proposed algorithm is a combination of clustering the majority class
with sampling coding as the undersampling method and using the standard SMOTE method as the oversampling method. The
effect of the proposed algorithm on the performance of five classifiers: Decision Tree (DT), Gradients Boost Tree (GBT),
Gaussian Naive-Bayes (GNB), Logistic Regression (LR), and Random Forest(RF), is studied based on performance measures
AUC, and F-score. This was applying the classification using benchmark data sets with different dimensions and imbalance
ratios from the Kaggle repository.

The rest of this research is organized as Related Works in the next section, while sections 3-5 dealt with Imbalanced in Big
data classification, Synthetic Minority Over-Sampling Technique, and Clustering Algorithms. Sections 6 present the
Suggested Methodology and Sections 7 present Results and Discussion, while the conclusion appears in the last section.

2. RELATED WORKS

Imbalanced data is one of the most influential performance problems of the classifier, especially on large datasets. This is
because the classification results are biased in favour of the majority class and the results of the minority class are ignored in
the classification, which is often an important class when applying the classification. Over the past years, several studies have
presented innovative solutions to address the problem of data imbalance in a hybrid manner that integrates more than one
method of intelligent and statistical methods. At first, in 2012, Ramentol and others[8], improved SMOTE method by adding
the properties of the Rouph set. This method applies SMOTE, and after that keeps only the synthetic samples that belong to
the minimal approximation of the minority class, it does this according to the Rough Set Theory. Later, in 2018, Douzas in
his paper presented with two partners, proposed a method based on dividing training data into clusters. Then, the nature of
the imbalance of these clusters is studied, and then the clusters whose imbalance ratio is less than a predetermined threshold
are chosen to be resampled using the SMOTE method [9]. Miah et al. suggested using clustering with a random resampling
method, and the model was implemented using a Random Forest to get rid of the problem of overfitting. The research was
presented at the 1st International Conference on Advances in Science in 2019, to improve the accuracy of the intrusion
detection process [10].

In 2020, a hybrid method was presented to deal with the imbalance problem in big_data by Ubaya and Juairiah. The method
combines the use of RUS and SMOTE and applies that to the classification of Twitter Spam Data Using Random Forest. The
hybrid method is incompetent with extremely imbalanced big data [11]. The Smtmk method used to increase classification in
imbalanced data was proposed by bin Alias et al. in 2021. The method is a hybrid incorporating SMOTE with Tomek-Link
(T-link) to obtain balanced training data. A step was added based on deleting the majority samples randomly, in proportion to
the amount of increase in the minority class. It is taken that this method is carried out only on numeric attributes [12]. In
addition to the above, Xu and others proposed a KNSMOTE algorithm based on the principle of clustering to oversample
minority classes. The proposed method combines both SMOTE and K-means which are used to build new synthetic samples,
and the percentage of large in the minority samples is determined according to the percentage of imbalance of the original
data. The results of this proposed method are represented as the deletion of noise and boundary samples, as well as the
formation of new boundary samples and the preservation of important samples [13].

In 2022 Swana et al. presented a study to address a machine fault classification when data is out of balance. The proposed
model used SMOTE as an oversampling method that replicates the minority classes, and T-link is an undersampling method,
it served as post-processing cleaning data. The given methodology studies the SVM, KNN, and NBC model performances
based on simulated and empirical for condition monitoring of merged numerous signals as imbalanced data [14]. S. Liu
noticed that oversample methods lead to an increase in the number of artificial noise samples. So, he worked on proposing a
solution to address data imbalance while ensuring that no noise boundary samples are formed. He suggested the use of the
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local means-based KNN (LMKNN) to filter samples in addition to adoption in describing the characteristics of the original
data. Then, SMOTE is used based on the results of LMKNN to produce new not noisy central minority samples [15].

Later, in 2023, Dai proposed a new algorithm to force the SMOTE method to generate minority samples within the minority
class area. This is to address the problem of the SMOTE method in generating minority samples in majority-class areas,
which leads to poor performance of classifiers. The method adopted is the use of the distance-based arranging oversampling
(DAO) technique, which further filters the synthesized instances from noise [16]. Few of the suggested SMOTE forms can
eliminate noise problems. R. Liu suggested a method that adopts antialiasing for class boundaries, and the formation of new
samples at the boundaries in the original data, where synthetic minority samples are formed based on relative and absolute
densities is proposed. This method used a novel filter based on relative density with SMOTE (SMOTE-RD) to remove noise
and sparsity and create boundary weights. Then, normalized weights based on absolute and sparse weights are used to
generate more synthetic minority samples in the class boundary and sparse regions [17]. Islam and Mustafa suggested a
Multi-Layer Hybrid (MLH) approach to address data imbalance. The proposed method adopted a two-layer model to reduce
the number of majority samples. The model used three methods: ADASYN, SVM-SMOTE, and SMOTE+ ENN. Then,
hybrid them on one model. As a result, gives a distributed, noise-free output. Also, for highly imbalanced datasets produced
data is much more appropriate for RF and Artificial Neural Networks (ANN) to accomplish outcomes with more heightened
accuracy [18].

3. IMBALANCED IN BIG DATA CLASSIFICATION

Large data is inherently complex data that requires numerous resources to process. big data is generally classified according
to five dimensions, referred to as the 5 Vs: Volume, Velocity, Variety, Veracity, and Variability. Volume is a Massive
amount of data that is overwhelming firms, Velocity means that huge amounts of data are collected at very high speeds,
Variety means big data can be structured and unstructured, Veracity refers to the candour of the data, which indicates that the
quality of the data can vary hardly which hampers correct anomaly detection, and in the last, Value means that accessing and
holding big data in storage is a sufficient manner, but unless turning it into the value it is ineffective[19-20].

Imbalance is one of the significant troubles in classification and the challenge additionally evolves acute when the data has an
enormous number of features or samples, different solutions there are, it can be split generally into two categories based on
the nature of the data and structure of the model. In data-based methods, an attempt is constructed on the expected balance
via decreasing the majority class sample data or via generating new minority class sample data as a redistribution process. In
model-based methods, an endeavour is produced to construct an improved model that is sensitive to the incorrectly
classifying cost of minority class sample data [5,21-22].

The data-based methods solutions incorporate numerous different resampling forms, such solutions as oversampling methods,
which increase the minority samples and lead to an increase in the size of training data. This operation increases the time
needed for training the model. Intelligent methods were developed for the minority oversampling operation to relieve the
problem of overfitting, such as ROS, and SMOTE. The other data-based methods solutions are Under-sampling methods that
make a training set balanced by discarding samples from the majority class, this must lead to a loss of information.
Undersampling is an inferential cleaning of potentially noisy data and assists in the treatment of class overlap [5,21]. To
balance overfitting and information loss, the aforementioned tasks have suggested a combination of intelligent sampling
methods[23]. As T-link method can be an undersampling method that removes the discovered majority samples that are
closest to the minority class by applying the nearest neighbours algorithm for selecting samples[24]. The T-link method also
can remove samples from the minority due to the tribulation in determining the well-defined boundaries between classes.
Hybrid approaches must incorporate a collection of resampling and algorithm methods. This method includes using
preprocessing methods before data training and adjusting the original imbalanced data [25], whereas the data resampling
method is designed to treat the problems caused by imbalance classes, the hybrid method can upgrade the performance of the
model [24].

4. Synthetic Minority Oversampling Technique (SMOTE)

The SMOTE method is a process of increasing samples in minority classes. This method creates new artificial samples based
on the KNN algorithm and use the original samples [1,21,23-24,26]. VVarious modifications were proposed to the original
SMOTE method, such as the use of statistical methods, optimization methods, clustering methods, and fuzzy logic [27].
Similarly, there were proposed variants of SMOTE such as cluster SMOTE, or borderline SMOTE were found to perform
sufficiently for datasets with an imbalance ratio between low to moderate [28]. In addition, the rowdy generation of methods
that are based on SMOTE would additionally problematize the training process [29].

5. Clustering Algorithm
Clustering is the process of splitting data samples into different groups by classifying sets of data into a sequence of subsets
denominate as clusters [30]. The clustering algorithm is an essential field to study and analyze data based on grouping data
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samples. Clustering is one of the unsupervised machine-learning mechanisms. Clustering aims to find similarities in the set of
data points under analysis and group similar attributed data points under a common cluster. Clustering methods subcategorize
are distance-based and probability-based. Distance-based methods use a distance metric to measure the similarity between
data points ( including partitioning clustering as K-means and Mini-batch k-means, the two methods used in this research)
whereas probability-based methods work using probability distributions to cluster the data [31-32].

The K-mean classifier is denoted as the most commonly used, unsupervised learning classifier [6]. K-means clustering aims
to categorise N samples into K clusters in which each sample is put into the cluster which has the nearest mean value to it,
serving as a prototype of the cluster.[30,32] The K-means clustering is based on using the Euclidean distance algorithm
which aims to determine identical subgroups (clusters) of features within the data sample[31]. A Mini-batch k-means
algorithm is proposed as an improved copy of the K-means method. It is different with K-means. This algorithm selects a
subset of samples from the dataset randomly each time, not using all the data samples in the dataset, and therefore greatly
reduces the time for clustering, and in general, decreases the convergence time[7]. Mini-batch is operated in large datasets to
decline the computation time. It also endeavours to optimize the consequence of the clustering operation. The Mini-batch k-
means is supposed faster than the K-mean algorithm and is commonly employed in big data sets.[32]. Mini-batch k-means,
disperses the data into numerous parts or sets, thereby sidestepping significant loss in clustering performance via the concept
of Mini-batch optimization[31]. The algorithm is established by extracting a small subset of samples randomly and iteratively
figuring the centre of each cluster according to the contained in the subset until the centre is stable [6,33]. This strategy
decreases the number of calculated distances per iteration in front of the lower cost of cluster quality.

6. Suggested Methodology

The training data needs to be balanced for the classification model to work well. Since most of the datasets in the recent
problems are imbalanced, this requires a solution to balance the data before performing the classification process. To solve
the problem of data imbalance using the resampling methods, the action is using either undersample or oversample
techniques. The proposed algorithm in this research uses hybridization of the two techniques (undersampling and
oversampling) to take benefit of the advantages of each and try to reduce their disadvantages.
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Figure 1. The proposed HU-SMOTE algorithm
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The proposed HU-SMOTE algorithm is applied to the training data only before using it at the training stage of the
classification model, and then test data is used in the test stage as it is natural without any modification. Preliminary data
processing operations are performed to get rid of the overlapping border area samples using the T-Link method. The HU-
SMOTE algorithm embraces two consecutive phases, as shown in Figure 1. The first phase is used as the undersampling
method for the majority class. The undersampling method starts by splitting the training dataset into the majority set and the
minority set, then using one of the clustering methods to divide the majority set into several subgroups. The methods K-
means and Mini-batch k-means were applied in different experimentations to implement clustering to split the majority set.
Each of the aforementioned clustering methods gave different results and a different effect on the performance of classifiers.
The number of groups (R) here is equal to the ratio between the number of majority samples to the number of minority
samples. Then, for each subgroup (G), give each sample (S) in the subgroup a Hash_Code (HC) that distinguishes it from
other samples.

A method is developed to encode the data samples based on the centre of the subgroup, calculate the Euclidean distance (E),
and then use the hash function with a threshold value denoted by (TRn) to ensure that samples close to each other had similar
code. The process of reducing samples in each subgroup is done by reducing the samples which have a similar Hash_Code
and those which are close to each other, so that does not significantly affect the information loss.

The ratio of similarity of samples in one group (the code that distinguishes them) is controlled by a parameter that represents
a threshold degree(TRn). The undraped samples represent the rest of the subgroup (restGr). Figure 2. Shows the steps of the
first phase of the algorithm.

The second phase of the HU-SMOTE algorithm begins with adding the minority set to each subgroup results from the
previous phase, provided that the size of the minority set is less than the size of that subgroup. Then the SMOTE method is
used to oversample the minority class by the same amount that was reduced from that majority subgroup, as shown in Figure
3. At the end of the second phase, the new training set is assembled and is ready to participate in the training phase of the
classification model.

Input : Training set, TRn { Threshold value }
Output : restGr{ Reduced Majority set }

Start :

Find R (number of subgroups) =Majority count / Minority count

Start

Cluster majority dataset into R subgroups using K-means or MiniBach K-
means

For each subgroup Gr (where r=1... R) do
Find the number of samples (M) in Gy
Find a center Crof Gr
For each sample Sm (wherem=1... M) in Gr do
Find E(Sm)
Create HC [ E(Sm),TRnN]
CollectSmwith other similar samples depend on HC
Select randomly one from each similar samples set and drop the rest
Collect selected samples to restGr
Find the number of samples ( N) in restGr
END
END
End

Figure 2. The first phase of the algorithm
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Input : restGr ,MinSet { Minority set }, Majority count , Minority count
Output : NewDS { near balanced dataset used in training }
Start :
Count dropped majority DMj as Majority count - restGr count
Find New Minority count NMn as Minority count + DM
Set SMOTE random strategy parameter RS as { min : NMn, maj: restGr
count}
Run SMOTE with (MinSet + restGr , RS ) and Get new dataset NewDS
Figure 3. The second phase of the algorithm

7. Results and Discussion

To examine the proposed HU-SMOTE algorithm, a group of benchmark big data sets collected from website (Kaggle ) was
used, and these data sets had different imbalance ratios(IR), in addition to the different sizes and dimensions of those data
sets, Table 1. displays the characteristics of those datasets used. The performance of the proposed algorithm and its impact on
the classification methods were measured using two well-known performance metrics for imbalanced data (F-score and
AUC). This is because the data used is imbalanced, so it is not possible to rely on accuracy as a basic measure. F-score is a
famous evaluation metric when dealing with imbalance problems. Perhaps the most common metric is the Area Under the
Receiver Operating Characteristic (ROC) Curve (AUC) analysis, and it assesses overall classification performance. The
binary classifiers: Decision Tree (DT), Gradients Boost Tree (GBT), Gaussian Naive-Bayes (GNB), Logistic Regression
(LR), and Random Forest(RF) were adopted in this research and collected results at each of the benchmark data sets.

Table 1. Description of the used datasets

Datasets Features Samples IR

Yeast_dataset 8 1484 0.395
Creditcard _dataset 30 284807 0.0017
Collision_dataset 69 286424 0.144
Augtrain_dataset 10 382154 0.195
Susy4_dataset 18 2711734 0.249
Higgs16_dataset 28 4954754 0.062

The HU-SMOTE algorithm use one of the two cluster methods (K-means, Mini-batch k-means )._Each of the two cluster
methods produced different subgroups of the majority class and this affected the creation of different sample codes in each
subgroup, and then different results. The hybrid algorithm is implemented on the training dataset before classification, while
the test dataset does not change. The classifiers trained on the resampled training dataset. Then, the testing result is obtained
using the test
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Table 2.AUC results of the used datasets in five classifiers

DT GNB GBT LR RF
Clusters method Clusters method Clusters method Clusters method Clusters method
Datasets no mini- no mini- no mini- no mini- no mini-
cluster k-mean batch cluster k-mean  batch cluster k-mean  batch k- cluster k-mean  batch k- cluster k-mean  batch
k-mean k-mean mean mean k-mean
Augtrain 0.6664 0.6822 0.6811 0.6824 0.7951 0.8009 0.6348 0.8245 0.8241 05000 0.5577 0.6974 0.6571 0.7494 0.7514
Collision 0.6877 0.6827 0.6850 0.6073 0.6552 0.6553 0.6413 0.7275 0.7192 0.5000 0.6290 0.6229 0.6474 0.6735 0.6740
Creditcard 08894 0.8735 0.8785 0.8090 0.8632 0.8608 0.8197 09361 009376 08747 0.9356 0.9338 0.9007 0.9068 0.9068
Yeastl 0.6395 0.6366 0.6600 0.5264 05264 0.5264 0.6602 0.6941 0.7012 0.6061 0.6373 0.6340 0.6740 0.7101 0.7068
Susy4 0.7156  0.7213 0.7525 0.7502 0.7615 0.7520 0.7707 0.7517 0.7442 0.7198 0.7439 0.7625 0.7670 0.7632 0.7464
Higgs 0.5743 0.6149 0.6143 0.5036 0.5637 0.5660 0.5087 0.5832 0.5809 0.5007 0.5058 0.5062 0.5245 0.6015 0.5976
Table 3. F-score results of the used datasets in five classifiers
DT GNB GBT LR RF
Clusters method Clusters method Clusters method Clusters method Clusters method
Datasets no mini- no mini- no mini- no mini- no mini-
k-mean batch k-mean  batch k-mean  batch k- k-mean  batch k- k-mean  batch
cluster cluster cluster cluster cluster
k-mean k-mean mean mean k-mean
Augtrain 0.4404 0.4600 0.4585 0.4598 0.5439 0.5450 0.4048 0.5970 0.5967 0.0000 0.2385 0.4438 0.4397 0.5481 0.5496
Collision 0.4478 0.4397 0.4426 0.3511 0.3621 0.3871 0.4340 0.4602 0.4896 0.0000 0.3025 0.3043 0.4429 0.4730 0.4739
Creditcard 07586 0.7342 0.7538 0.2099 0.2006 0.2005 0.6824 0.2602 0.2794 0.7108 0.1198 0.1264 0.8689 0.8702 0.8691
Yeastl 0.4943 0.4995 0.5305 0.4767 0.4767 0.4767 05110 0.5718 0.5822 0.3708 0.4534 0.4467 0.5333 0.5951 0.5902
Susy4 0.5548 0.5853 0.6360 0.6298 0.6426 0.6187 0.6534 0.6183 0.6103 0.5313 0.6099 0.6434 0.6465 0.6436 0.6132
Higgs 0.1944 0.2041 0.2045 0.0200 0.1290 0.1302 0.0350 0.2420 0.2386 0.0032 0.0251 0.0269 0.0937 0.2916 0.2857
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dataset. To obtain greater accuracy in the results for each experiment carried out on one of the classifiers, the classification
experiments were re-applied three times, and then the average of the results that were implemented for each dataset was
taken. The average results collected from the experiments when applying all classifiers at all datasets three times are shown in
Table 2 and Table 3. The results are arranged depending on the classifiers at AUC, and F-score measures. The leftmost
column represents the datasets and the results of each classifier are shown in three columns. The first one represents the
classifier results for the original dataset, while the second and third columns represent the results of the proposed algorithm
with clustering algorithms (K-means, Mini-batch k-means) respectively.

From Table 2, the results obtained when applying the DT to different datasets show that the performance of the classifier
improved well in four of the six datasets concerning the AUC measure, while the results when using GNB and LR were
perfect for all datasets in general, as it led to an increase in performance for the same measure. It is also noted that when
classifying GBT and RF, the performance of the data sets has improved, except for one dataset, which did not give a
noticeable improvement.

If we move to the F-score performance results of the classifiers in Table 3, the results showed a clear improvement in the
classifier DT as well as GNB for all data sets, while the results of increased performance were in each of RF (achieved an
increase in performance in five of the six data sets), and LR and GBT (an increase in performance was achieved in Four of
the six data sets) were good to a median at the F-score.

When moving towards studying the effect of clustering methods on performance, from the data shown in the previous figures,
it was found that the use of Mini-batch k-means gave better results than K-means on all scales with the DT classifier and for
all data sets. Likewise, the results of the LR classifier in general were better when Mini-batch k-means, on the contrary, the
results of the RF classifier were better when the K-means method was used. It is also noted that no significant differences
appeared in performance when using GNB and GBT classifiers with the aforementioned clustering methods.

8. Conclusion

The SMOTE method is one of the most widely used methods to solve the data imbalance problem, especially for big data
sets, but it also has many weaknesses. In this study, a HU-SMOTE algorithm combining two phases is developed. The first
phase is based on the use of clustering the majority into subgroups. After that, an encoder is created for each sample based on
the centre of the subgroup to which it belongs. Then, apply the undersampling operation depending on the code similarity.
The second phase applies oversampling operation on minority class using the (SMOTE) method. The proposed algorithm
aims to improve the performance of classifiers when dealing with big imbalanced data and to get rid of the weaknesses that
appear when using SMOTE, as well as to preserve the information of the majority class when performing the sampling
process.

The proposed algorithm has resulted in the size of the samples after balancing being preserved as much as possible and not
increasing excessively, since it stipulates that the number of samples artificially added to the minority class in Phase 2 must
be equal to the number of samples that were removed from the majority class in Phase 1. Practical experiments showed that
the proposed algorithm led to an increase in the performance of classifiers at different degrees of imbalance ratios, as well as
different data sizes. The increase in performance is observed at two measures, AUC and F-score. Experiments also showed
that there are no significant differences in performance between the use of the two clustering methods (K-means and Mini-
batch k-means), but the differences appear clear in the speed of implementation in using the latter.
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