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ABSTRACT
In this paper, we study the existence and uniqueness solution for non-linear
fractional differential equation which has the form

D[y - T, (y)kx) =f(x, y(x)) m-1<a<m m22
With '
y®(0)=y® K=0,1,2....... ,m-1

By using Schauder fixed point theorem [4].

INTRODUCTION

The history of the concept of fractional derivative and integral can be traced
back to Leibnitz and Euler. Many authors since then have published important
papers on this concept, with different approaches. The earliest paper was published
by Liouville in which he defined the derivative of any order for a given function as
a series of exponentials Riesz showed some properties of the integrals of fractional
order which is a generalization of the Rimann integral to more than one dimension.
Bassam[3] has shown the equivalence between the two definite integrals given by
Holmgren and Riesz[8] , and thus he established one combined definition and
which we have used in our work,
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Our work is to extend some results of [4] to prove the existence and uniqueness
solutjon for certain non-linear fractional differential equation which has the form

D[y - T, (y)Kx) =f(x, y(x)) m-l<oa<m .. (1).
With
y®(0)=y¥ k=012, ......... om=1 e ().
Where T._,(v) is the Taylor polynomial of order (m—1) for y, centered
at 0, and let the function f is continuous and bounded on the domain

m-1 (k) m-1 (k)
' D=[O,‘r]']><l: 2’—1-(0—!—xk —a,kzo-y—lz—!-xk +a] (3)

with some n* >0 and some a>0.Define the norm ||f]| by:

|!f|l=si1]>{exx{~ NI z(t)dtJ If(x)I} .......... (4)

We define the set U as follows:
U={y:yeC(I):||y——y0”5a} ........... (5)

PRELIMINARIES
In this section we set some definitions and lemmas to be used in this work..

Definition 1:
Let f be a function which is defined a.e (almost every where) on [a, b].Fora >0,

we define:

1 ° )
braf— — _ [f(t)b-1t)*"dt
2 = 1 06—

Provided that this integral (Lebesgue) exists , where I' is the Gamma function.

Definition 2:
Let p, q >0, then the Beta function B(p,q) is defined as

B(p.q) = (')pr-'(l )l

Remarkl:
For p,q >0, then following identity holds

_T(p)T(q)
B(p.q) = )
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Lemma 1:
Let a,feR,p>-1.1f x>athen

v (toap | AT

aI m— (l)-‘(O(,-l—B-l*l)

o+ B # negative integer

o+ B = negative integer

Al

Lemma 2:
If a>0and feL(a,b) , then I™!I°f=f(x) acon a<x<b.

Lemma 3:
If the function f is continuous, then the initial value problem (1),(2) is
equivalent to the nonlinear Volterra integral equation of the second kind
m-1

y(x)= Z——yk(0)+——— I(x— t) f(t y)dt (6)

k!
k=0

Withm-1l<a<m. In other words, every solution of the Volterra equation (3) is
also a solution of our original initial value problem (1),(2).

Lemma 4:
Let

An -1 na -1
J(A:m)= Z ) .......... (7)
n=l
where A e R then
i. The series converges for x#0 and o >0.
ii. The series converges everywhere when o >1.
iii. If a=1 in (4)then E,(A;n)=exp|[An]
Lemma 5: (Arzela-Ascoli)
Let {f,}", be a sequence of functions defined on the bounded interval I such
that it is uniformly bounded and equi-continuous, then there exists subsequence
{fx ), is uniformly convergenton.

Theorem 1 (Schauder‘s fixed-point theorem):

If K is a closed, bounded and convex subset of a Banach space E~, and the
mapping T:K — K is completely continuous, then T has a fixed point in K .
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Theorem 2:
Let U be a nonempty closed subset of a Banach space E, and let o, >0

For every and such that Zan converges. Moreover, let the mapping A:U— U
n=0 ‘

satisfy the inequality
’A"u—A“V <o, Ju-v| N ()
For every ne N and every u,ve U.Then, A has a uniquely defined fixed point

e ]

u" .Furthermore, for any u, € U, the sequence (Anuo)n=1 converges to this fixed
point u”.
Theorem 3:

Let {f, }, be a sequence of real — valued functions on the set E, then {t., }:;, is
uniformly convergent on E if and only if given &> 0 there exist N € Z* such that

It (x)- £, (x) & (m,n>N, xeE)

Theorem 4:

If {£,}”., is a sequence of continuous real — valued functions on a meric space

X that converge uniformly to fon X. then f is also continuous on X.
Theorem S:

A sequence {f,}" in C[ab] converges to feCla,b] if and only if it is
converge uniformly to f on [a,b].

Remark2:
For the proof of definitions, lemmas and theorems see [1], [2], [3], [4, [5], [6],
and [7].

THE MAIN THEOREMS
In this section we shall prove the existence and uniqueness theorem.

Theorem 6:
Let the function f:D — R be defined in the domain (3), define

!
n= min{n', (al (o + 1)/|f ”)3} , then there exists a function y:[0,n]—> R

solving the initial value problem (1) and (2).
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Proof:
m-] (k)

Let yox)= Y, 2t
k=0 :

satisfies the following conditions .

1=[0,n] and we shall prove that the norm (4)

i =0 e sgl){eXp[-u le\(X)i}=0
a{exp[-uj<x-t)“-‘z(t)dt]|y(x);}=o |

 y(x)

-0 2(t)ae

Voam 3

=0

exp(— n I(x — ) z(t)dt
[ ' /
Since exp(u)# 0 foranyu
o y(x)=0 oy=0
and so
[yl=0 < y=0
ii. Forall aeR and ye c())

X

loy]|= s:;rla{eXp(- H j(x )" 2(t)dt
= s):le}‘){exp(— m )j.(x —t)*z(t)dt

=|a suP{exp{— u

={of ]

Navl=loly]
iii. Forall f,geC(I) then

If + g” = su}la{exp(-— p

J1o y(xn}
] lanm}

.
] e 1}

Tx-t) o

X

[Ge=1)*" 2(t)dt

c
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<sup {exp[—
xel
< sup{exp(
xel

=[t]+]e]
| r+el<lrl+lel
This implies that || y| is a norm.

Next, we shall prove that the space C (I) with the norm (4) is a Banach
space. '
Let {y,(x)}", bea Cauchy sequence in C (I), Ve > 0 there is an m, eI such that

||Yn‘ym||55 > (m’n>m0)

sxtlll){exxv[—'u J lya (x)- ym(XI}S g

a-1

-0 a0 o+ Ig(x)l}
[x=1)  z(t)dt

) I£(x )l} + igg{em[— ml

xj —t)*" 2(t)dt

C

C

xj(x ~t) zZ(t)dt

Thus
{em{— M xI(x -t) Z(t)dt] Yo (%)= ¥ (X)}S 2
Vo (®) = ym(x) < e
exp( f —t)* lz(t)dt]
ua)-yabl<e,  Where 5=
‘ exp| — p I(x - t)“'lz(t)dt]

It follows from the theorem (3) that {y,(x)}", is convergent uniformly to the
function y .By the theorem (4) yeC(I) therefore from the theorem (5)

{yn (x)}_ convergent to the y.
This implies that C(I) is a Banach space .

We shall prove the set (5) is a closed subset in C (I). If {y, };:, be a sequence in

- Usuchthat limy, =y then Ve>0 , 3INel® suchthat
n—oo

Iy - y|<e , nxN
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] 56 m«x}
J y(x)=ya +¥n —yo(X)l}

Iy =yol= sxl;g{ew(— p xf(x — )" z(t)dt
[ -0 2(t)e

= sup{exp(-— 33
xel p

< s)g{exp(— ) )](x — )" z(t)dt

+ sup{exp(— %8
xel

=lya = y|+ya = vl
< €+ a

Since £>0 arbitrary then ly - vo|<a

So y € U , and therefore U is a closed set in C(I ), and hence U is a closed subset

of a Banach space of all continuous function on I.
Now, we shall prove that (5) is convex set. Let y, y, €U, 0 <A<l ,then

- 0 2o ] [y, () + @ =2y, (x)- yo(XX}

j |y(x>-yn<xx}+
j |yn(x>—yo<xx}

[x - ) 2t

[y, + @ =2)y2)-yol = SPE’{GXP[— n

s -l 0 )20t syl
T {exP [_ g
= sxlill){exp(— m )](x —t)* " 2(t )t

< sup{exp[— p
xel,

+ sup{exp[— T8
xel

X

j(x — )" Z(t)dt

<A sup{exp[~ p
xel P

X

Jee-1)" ()t

c

] Ik(y.(X)-yo(X))+(1~h)yz(><)—(1+>»)yo(><]}

] |x(y,(x>-y0<x))+<1—xxyz(x)—yo<x)x}

X

Jox— 1) 2(that

c

] )~ yo(xu} :

X

[ee=1)* ()t

c

j 1(1-xxy2<x')-yo(x>1}

] ;(yl<x>—yo<x>x} ;
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J st x}

+(1- k)sup{exp(—

xel

wl [Ge= )" 2(tt
=2 Jyi=yol +@=2) ly> = vol
Since y,,y, €U then
b =will<a . |y, -yil<a
[y, + A= 2)y,)-yo| <Aa + (1-A)a

=a

AY

So Ay +(1-A)y,eU
Therefore U is convex.

On U we define the operator T by
1 X *
(TyXx)=yo(x)+ = Jx-1) fLy@hdt ... (9)
(e 0

We shall prove that T is continuous.
Since f is continuous on the compact set D, it is uniformly continuous there

Thus, give an arbltrary £>0 ,wecan find § >0 such that
If(x y)-f(x zX <K, whenever |y z| <0 e (10)

Where k, = —%F(OH 1)
n
Now, let y, ¥ e U such that ||y - ?H < 8. Then from the equation (10)
(x, y(x) - f(x, F(x) <k, (11)

Forall xel. Hence

(757 )x) - Ty Xe) =

x

I ) ty(t)dt—f(x—t“'f(ty()t

Since 0<x<mn, m-1<a<m then x*<n*®

(150~ (15X <=

This implies that T is continuous on U.
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Let yeU , xel

[@)Yx)=voll = f (e=1) 7oy
( Jo sup {exp[ J(w - t)“"z(t}lt) vJV'(W\— s)a_ f (s, y(s))ds }
O<w<x = W-t<x-—t
Since a>1 = (w-t)" < (x- t)"‘"l
< _1_ (x t) { [ Jow -1 'z(t)dtJ I£(w, y(w)x}
< T)oil\ip {exp( »j‘w t)* 'z(t)dt‘] It (w, y(w))} J.(x t)*~dt
iy il |
Tt g
.
" T{a+1)

Therefore Ty e U when yeU , then T maps from U into itself,
Then we look at the set of functions T(U) which is define by
~ T(U)={Ty:y e U}
For zeT(U) we find that, forall xel,

[z =] Ty)x) |
: yo(x)+—('1‘5I(x—t)“-'f«,y(t»dt

m-1 (k)

< kZ(:)—k'—x +os fx £)* 7 £(t, y(t)Kdt
b, ool
Sk=0 " X F(a)osgg exp - CJ‘ W~ t t)dt Jw t (t y(t
m-1ly (")
< g(:) o “ x t)*”! Sup {ex{—p J'(W—t)“"lz(t)dt Jlf(w,y(w)) }dt

112




Existence and Uniqueness Theorems For Non-Linear ... ..

> LRI, {p[ o070 0 }:ﬂx—oa-'dt
ley:’ L, n K oo

:Elyk, 0 r("f Jl)x

S:tl y:) (“aflll)n

S

Which means that T(U) is bounded. Moreover, for 0<x, <x, <7 then

[ (TyXx,)~ (Ty)(Xz)l|=-I:(17) xf(x| - (e, y(t)e - I (x, - t)a— £t y(t)dt

) F(1_0[_) :[(xl SO £ 0 _Ej(xz R 3108 jj(x2 -0 1, y(t)zb’t}

~ )" ]f(t, y(t))dt [+

I

—(L-[ s =" - 6z = 0" sup {p[

"j(xz O £yt

i

Jf(w,y(w))}dt +

1 ¥ a-1
SF_(&_)’: J[(xl_t) ~(x,

= __1_[ sup {exp(—p _[(w t) 'z(t)dt

r(a) 0sw<x
+ sup J exp[

0swsg

flowy =07 = (v, - o (e y ()] b+

)

m I(w —t)* ' z(t )t

J f(w,y(w ))}dt}

“z(t)dt f(wz -t (s, y(t))dt’”

_[(w t

+ j(xz —t)*" sup {exp( I(w t)*~ z(t)dt
X, Oswst
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1
= — c —_
r@[oz:izx{ of -

+ - ]f(w’“w»}xj("z"t)a'l‘“}
=f||(fl[_){xj[(x, — ) = (x, - ) it Ij(xz -t)“”dt}
If” {[( ~(x, ~t)° ]:? + [(x2 - t)° ]::,2 }

(o +1)

i [2(}{‘2 et ] el

"o +1)
(x _xl)a

22
Thus, if |x, —x;|<& , then

Jow -t 2o

f(w,y<w>)j}xj[<xl — ey -t e+

v = o

(oc+1)

2Ilf II

Iay)e)- @ )ls =158 (13)

We see that the right- hand 51de of the inequality (13) is independent of y.This
means the set T(U) is equicontinuous, then from lemma (5) every sequence of
- function in T(U) has a uniformly convergent subsequence .

Therefore T (U) is relatively compact .then from Schauder s fixed-point theorem
T has a fixed point

(Ty)x)=y(x)
y(x)=yo(x)+ f(x t) f(t y(t)dt

From the lemma (3), y(x) satlsﬁes the 1mt1al value problem (1)and (2).

Theorem 7 : .
Let all assumptions of theorem (6) be given, and let f satisfies a Lipschitz
condition i.e.

f(x,y)-f(x,z)<Aly-74 .. (14)

With some constant A>0 independent of x, y and z .Then there exists at most one
function y :1—R solving the initial value problem (1),and (2).
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Proof:

From the theorem (6) U is a closed subset of the Banach space of all
continuous function on I, and it is not empty, and from the equation (12) then (Ty)
is continuous function when 0<x, <x, <.

The next step is to prove that, for every n € Njand everyx €1, we have

| st Ty 5 is)

N LA —

This can be seen by induction. In the case n=0 the statement is trivially true.
Suppose that the statement is true in the case (n-1).
For the induction step n —1— n , we write

Ty -1'3]=| T{r*y)- 7(r"'5)

e | CRR I SO (R Ea (012
[lw =) 2(t)at ]

1 w
< _T_) 2 {exp(— 2
Sf‘fasoz‘;sx{e"p[‘“v](‘”“‘>“"z<t>dt Jov-0r~

We use (12) and the induction hypothesis and find

T"y T“y” < —— sup {exp{ \T(w —t)* ' z(t)dt

)()<wsx
|

Tny Tn~

w

fw - e Tty (o) £ T 5 ) i

0

|

£(t, Ty (1)) - f(t,T“"y]dt}

j‘}(w — )T y(t) - T"-'y(t)ldt}

vj(w—-t)"“'z(t)dt T y(w) - T"'§( j}xj —t)*dt

c

< —— sup sexp| - p
(OL 0<w<x

0

Tn -ly T ly" J‘ t)ot—ldt

A

< a -1 tot(n—l)dt
e I

v An ~ a=] ,a-1 an—l. aln-1
y |‘SI‘(a)I“(l+a( _ )) ||y—y|[{— Ju X X ( )(1—-11)( )(_Xdu)j|

F(a)[‘(1+ a(n-1))" " y=y || ju “(" D o

< A’
")+ a(n-1

) | y-7] Bla, aln - 1)‘+ )x=
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- A" B r(a)r(a(n—1)+1)
“Toriza@l? 7l e +1)

A' Sl vpon
Sm" y=¥|n

(ane )’ - :
S Tronapy |77
on + 1)
This completes the proof of the statement (15).

We have now shown that the operator T satisfies the assumptions of theorem
(2) with

a, =(Ar|°‘)n/f‘(1+ on)
To apply that theorem, we only need to verify that the series

)" a, converges.
n=0
From the lemma (4)
-1 . no-l

E(A"i ()

(na +1)
Since «a >1 then the series Z—Gm converges.

na

oo‘Ann

Then T has a unique fixed point

(Ty)x)=y(x) ]
y(x)=yo<x>+—1—)}(xft) £(t, y ()t

Remark3: We note here that our result is an extension of Dlethelm K. and
Neville J. F wheno =1.
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