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ABSTRACT

In this paper we study the existence and approximation of the
periodic solutions for a system of first order nonlinear differential
equations by assuming that each of the functions f(t,x,Y),q(t, X, y)are

measurable at t and bounded by Lebesgue integrable functions.

The numerical-analytic method has been used to study the periodic
solutions of ordinary differential equations which were introduced by A.
M. Samoilenko.

INTRODUCTION

There are many subjects in physics and technology use
mathematical methods that depends on the nonlinear differential
equations, and it became clear that the existence of the periodic solutions
and its algorithm structure form an important problems in the present
time, where many of studies treated autonomous and non autonomous
periodic systems and specially with the integral and differential equations
and linear and nonlinear integro - differential problems of periodic
solutions.

Samoilenko [7] assumed a numerical analytic method to study the
periodic solutions for the ordinary differential equations and this method
include uniformly sequences of the periodic functions as in the studies
[1,2,3,5,6].
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In this paper we consider the system of the non linear differential
equations of the form:

() _ A+ BO)x(D) + T (L,x,y)
A (1)
% =(C+D()yt)+g(t,x,y)

where xe D < R",D represents a closed domain and bounded , the
each of the functions
FExy) = (f(txy), f2 (06X Y),, Tr (6 X,Y))

9t %, Y) = (01 (t. X, ), G5 (6 X, Y)seveees G (1. X, Y)
are defined, and continuous in the domain

(t,x,y)e[0,T]xDxD, ... (2)

and periodic in t of period T.

where y € D; c R", D, represents a closed domain and bounded from the

Euclidean space R", with the assumption that the two functions
f(t,x,y) and g(t,x,y) satisfy the following inequalities:

[fExy)<m@) ot x. y)l<m®) . (3)
| x0y1) = F 6%, ¥2)| S K@) =X + Ko@)y —yo| e (4)
”9('[’ X1, Y1) — 9t %o, y22)|| <L —x|+LO|y -y e ()

forall te[0,T], X,%;,%, € D,V,V;,Y, € D; where each of m(t),m,(t),
Kq (1), Ky (1), Ly (t), L, (t) are Lebesgue integrable functions in the interval
0<t<T, where A=[A;],B(t)=[B;)],C=[C;],D{t)=[D;(t)] positive
nxn matrices are defined in the domain —o0,<0<t<T <o continuous
and periodic in t and satisfy the following inequalities :

I T ©)
BOIKH . [pmII @)
HXO H: 50 ! Hyo H: O-o """""" (8)

Where -0,<0<t<T<o and Q, R, H,6J 0,0 are positive
constants.
Let 0<t<b <T and 0<t<bh, <T where b,,b, are two chosen points

so that

by by by
[m)dt<c, , [Kit)dt<c, <1, [Ky(t)dt<cy <1 ... (9)
0 0 0
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b, b, b,
[my@®dt<s , [LE)dt<s, <1, [Ly{t)dt<s; <1 .. (10)
0 0 0

Definition 1 [7] :-

The system of nonlinear differential equations (1) where the right-
hand side is defined, continuous and periodic in t and has period T in the
domain (2) is said to be system — T if
1- The two sets D¢, D, are not empty

D, =D—(T§N+ch)¢¢

T
2
where N*=R%Jo,,N =Q*Hd, , || = max|]

te[0.T]
2- The greatest eigen value of the matrix

T
—QH+QG, QG
o |2
o T

RS, ERJ+R53

Dy, =D~ (=N +R3)# ¢

is smaller than 1 that is

pLpL—4ps

ﬂ'max (Qo ) = 5

Where
T T
PL= (EQH +QC2)+(E RJ + Rd3)

T T
P2 = R52QC3—(EQH +QC2)(E RJ + Rd3)

Definition 2 [7]:-
The value of u” = (z;, ) at the point (t,x.,y.) for the following

system:

X _ (A BO)XW) + T (tx,y) i1

R S (13)
3(’1_t: (C+ D) y(t)+g(t, X, y)— 3

Is periodic in t of period T is called a constant - A" for the system (1)
through at the point t =0,x=x_,y =y, if x" isunique at that point.
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Section One : The periodic approximate solution
for the system (1)
Lemmal :-
Assume that each of f(t,x,y) and g(t,x,y) are vector functions,

continuous and defined in the interval [0,T], then the inequality

My @x.,y.)| <{ﬂl(t)N +QC, ) w
HMz(t,xo,yo)H B/ONT+RS) |
holds for 0<t<T, ,Bl(t)sTE : ,Bz(t)sTE, where

N* =R%Jo.,N = Q?Hoq,
sy | 12T T T @7 el
| e
t(ZQHCH(T—t) _elelr —[Ep+T (eHCHT _eHCH(T—t))
e/ -Je]

P (t) =

t
My (t.x,,y.) =[e*[B(s)x.e™ + f(s,x.,y.) -
0

.
—ATLE [eAT-9B(s)x,e™ + f(s,X,,Y.,)]ds]ds
0

t
M, (t.x,,y.) =[e““D[D(s)y.e® +g(s,x..y.,) -
0

C
e“T _E

;
[e“T)[D(s)y.e“ +g(s,x., y.)lds]ds
0

Proof :-
My (t ., y.)| <

SAIT _ glAlT0 )
<|[El- Jlere
S

[AIT _ gliAlT-0 7

g
S

=pMON+QC, (1.2)

B lle”™ [+ (s.x...v.)lds +

(B Jle™ [+ (s.x.. v.)ads

and also
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M, (t %, v.)| <
SlCIT _gllelia-n 1 |t Clts)
<|JEl-| e | [l
ST )

lelr _lela-nr
S [ pe)|

C|T
T[]

=B, MON"+Rs, L 1.3)

ct
e

]ds +

Hats.x..y.)

yO

e [+la(s, x.. y.)[Ids

Yo

from (1.2) and (1.3) we conclude that the inequality (1.1) holds for
0<t<T ﬂl(t)gg | ﬂz(t)sTE

Theorem 1:-
If the system (1) which satisfies the inequalities (3),(4),(5) and the

conditions (11), (12) has a periodic solution Xx=x(t,X,,Y.),
y=VYy(t,x,,y,) passes through the point (t,x,,Y.), then the sequences of
functions:-

t
Xmer (0 X, ¥.) = %,62 + [eAI[B(S) Xy (5, %, V) + T8, X (S, X, Y)Y (8, %, ¥.)) -
0
A T
~ A g [ATIB(S) X (5. X, Vo) + (8, X (S, X, V. ), Y (S .., ¥.))]ds]dls
€ —Epo
with X, (t,%,,y.)=xe" m=012,.....
t
Va6 X, ¥,) = ¥.6% + [eSI[D(s) v (5, X, Y. ) + 9(S, Xy (S, X, Y. ), Y (S X V) —
0

C % oca
- ec-riE jeC(T S) [D(S) ym (S’ Xo ' yO) + g(s’ Xm (S’ Xo ' yo )’ ym (S’ Xo ' yo ))]dS]dS
— L0

with vy, (t,x,,y.)=y.e" m=012,.....
are periodic in t of period T and uniformly convergent as m —co in

the domain
(t’Xo1yo)e[O1T]XDf XDg ............. (16)
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to the limit functions x° (t,x.,y.) and y°(t,x.,y.) which are defined,

continuous and periodic in t of period T in the domain (1.6) satisfy the
system of integral equations

Xt X.,y.) = x.e" +je’*“ F[B(S)X(S X, Yo) + F(5,X(8, X, ¥ ), (8, X, ¥.)) —

—?E J eMT[B(s) (s, ., y.) + F(8,X(5, %, ¥.), Y(5, X.., V.. )Ids]ds
— L0

t
yt.x,,y.) = y.e“ + [eSID(s) y(s, X., ¥.) + 9 (5, X(5, X.., Y. ), (S, ., ¥.)) -
0

i
—ﬁ JeCTD(8) (5, ., ¥.) + (5, X(5, X.. Y. ), Y(S, X.. Y. )]ds]ds
- 0

........... (1.8)

which are a unique solution of the system (1) provided that:

i

forall m>1and teR’.

.
—N+QC
> QC,

where Z. = - , E the identity matrix
> N*+Ro;

o1 o

j <O™(E-Q)'z, (1.9)

’ o’y) ym(t

Proof :-
Each of the following sequences which are defined by (1.4) and
(1.5) and has the form

Xg (6 X0y Yo )y Xo (6, Xo s Vo )yeeeeens Xy (6, X0 5 Yo )yenennns

Y1t Xy Yo )i Y2 (6 Xe s Yo )senns Yim (6 Xe s Yo )
are defined , continuous in the domain (2) and periodic in tof period T .
By lemma 1 and from (1.4) when m=0 we obtain

Pt X, v.) =X (X, y.)| < ﬁl(t)N+ch%N+ch ............ (1.10)

Thus x(t,X,,Yy,) € D forall x, € D¢,y, € D,
also from the relation (19) and by lemma 1 when m=0 we obtain

% T *
Iyt X,, ¥o) = Yo (6 X, ¥.)| S B (ONT + RS, SE N*+RSs (1.12)
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and this gives y;(t,X.,y,) € D, forall x, € D¢,y, € Dy
By using the mathematical induction we can prove the truth of the
following inequalities for m>1

T
X (t, X J= 3 N +QC,

........ (1.12)
T .
M AESA(S o,y)HSEN + R4

thatis X, (t, X,,Y.) €D, yn(t, X, y,) €D, forall x, €Dy ,y, D,
Now we prove that the sequences of functions {x.,(t,x.,y.)}".

m=0
v (t, xo,yo)}ﬁz0 are uniformly convergent in the domain (1.6) and also

each the sequences of functions are periodic and continuous in the same
domain.

Now when m=1 in (1.4) and by using lemma 1 we find that
HXZ(t! oly ) Xl(t X y )H<[ﬂl (t)QH +QC2]HX1(t! oly )_XO(t’XO’yO)H+

+QC3Hyl(tl X, yo) - Y (t’ X, yo)H

Also when m=1 in (1.4) and by using lemma 1 we find that
ly2(t %, y.) = ya(t,x

) o o

+[ﬂ2 HRJ +F253

So by using the mathematical induction we can prove the truth of
the following inequalities:

“anl(t X5 Y) X (t

<[ OQH+QC, ][Xn(t. X, ¥.) ~ Xt

+Q63Hym(t, X ¥o) =Yma @ X Vo) s (113)
“ym+l(tixoiyo)_ym J —\m1
+[,32 (t) RJ+ R53]HYm (t, x
........ (1.14)
we rewrite (1.13) and (1.14) in vector form as
Z.O<QHz,¢0 L. (1.15)

where
Z (t) :L me-l-l(t’ o y ) Xm (t
i [Ymea (X0 ¥2) = Vi (1 X

)

Q(t) :{

B (t)QH +QC, QC;
R, Fo(t)RI +R O,
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me (t' X° ! yo) - Xm—l(t’ Xo ’ yo)

7 =
m(t) [Hym(tixo’yo)_ym—l(tixo’yo) J

Now we take the maximum value for the two sides of the
inequality (1.15) with

/?’z(t)STE ,,Bl(t)sTE 0<t<T

we find that
Zo1<Q.Z, (1.16)

where Q_, = max Q(t) ,
te[0,T]

T
—QH +QC, QC;

Q. =|2 T
RS, S RI+R3

and by (1.16) we have
Z,,<Q7Z,,

m+l —

and then

m m .

zp<>»otz, (1.17)
i=1 i=1

since the matrix Q_, has the greatest eigen value given by (12), this
insures that the sequence (1.17) is uniformly convergent, that is

m . 0 .
limYo!tz =y otz =(E-Q)'z, (1.18)

M—0 4 i=1

and then the relation (1.18) as certain on the convergence of sequences of
the
functions [x,, (t, x.,¥.), Y (t, X, , y.)]on the domain (1.6).

Let
lim x, (t,x.,y.)=x"(t,x.,y.)
m—o0

Ilm ym(tlxos yo) = yo(t’xo’ yO)
m—o0

since each of the sequences of the functions (1.4),(1.5) are continuous
and periodic in t of period T then the limiting of (1.4) and (1.5) are
continuous and periodic int of period T and

X'(Lx,,y,)=xtx,y.), Ytx, y.)=ytx,Y.)
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Thus by lemma 1 and the relation (1.19), the inequality (1.9) is
satisfied form=0,1,2,......

Now we prove that x(t,x.,y.), y(t,x,,Yy,)are unique solution for
the system (1) by contradiction .

We assume that there is two different solutions
X(t,x,,Y.), yt,x.,y.) and X(t,x.,V.), Y(t,x,,y.) for the system (1) which
are defined, continuous and periodic in t of period T .

That is:

t
)’z(t’ XO’ yo) :XoeAt + IeA(t_S) [B(S) )’i(s! Xo 1 yo) + f (S’ )?(81 Xo1 yo)’ 9(5! Xo 1 yo )) -
0
AT AT . . -
v fe [B(S)X(S, X., ¥.) + F(s,%X(s,X., V.), Y(s, X., y. ) s]ds ......... (1.20)
=

t
J(t, %, y.) =y.e%" + [e“ID(s) Y(s, ., y.) + 98, R(S, X,., V. ), 9(S, X, ¥..)) —
0

Now from the integral equations (1.7), (1.8) and (1.20), (1.21) we
have

. T -
HX(t, Xs s yo) - X(t1 X, yo)”S [EQ H+ QC2]HX(t, Xo yo) - X(t’ Xo s yo)H+
+QCsy(t x,, y.) -yt x.,v.| (1.22)

also
Hy(t’ Xos yo) - y(t, Xos yo )HS R52“X(t’ X, yo) - )z(t7 XoH yo )H+

T N
+15RI+ ROV Y) = IX Y. e (L:23)

From (1.22),(1.23) we find that
[HX(t, X5, yo) - ),Z(t, Xr Yo )HJ < (HX(‘:, X5, yo) - )?(t’ X.r Yo )Hj
HY(I,XO,yo)—y(t,Xo,yo)H - Hy('[,Xo,yo)—y('[,Xo,yo)H

by continuation this process we have
[HX(LXO, y.)—X(t,x,, yo)HJ <o [HX(LXO, y.)—X(t,x,, yo)H]
Iyt x.,y.) =9t x., )| ) 7 Uyt x,y.) -9 %, .)
but from the condition (12) we get Q" — O0when m — o and thus we
have
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X(tx,y,)=%Xtx,,y.), yt.x,,y.)=y(tx,y,) that is each of
x(t,X.,y.), y(t,x.,y,) are unigue solution for the system (1)

Section Two : The existence of the periodic solution
for the system (1)
The problem of the existence of the periodic solution for the
system (1) is uniquely connected with the existence of zeros the functions

AL =A%, Y.), Ay =A5(X,,Y.) where:

| )}eA‘T—”[B(t)x%t,xo,y0)+
0

e —E

+ f(x7(tx,,y,), y (t,x,,y.)ldt ... (2.1
and

Ay(X,,Y.)= (ﬁjjec(T_t)[D(t)yO (t,x,,y,)+
0

+g(t, x"(t,x,,y.), y (t,x,,y.)]dt ... (2.2)

Since these functions is approximately determined from the sequence of
functions

A e oar-
A (X, Y,) = (ﬂjjeA(T DIB(t)x, (t,X,,y.)+
—EJb

X (X ) Y (XL Y (23)
and

< )}e“”)[D(t)y (t,x.,y.)+
<" _E )y m

+0(t X, (X, Y.), Y (X, y. )ldt ... (2.4)
where m=0,1,2,.......

AZm(Xo’ yo) :(

Theorem 2:-

Under the assumptions of theorem 1 we have the following
inequalities:

A (. ¥.) = Ag (6 )] <((NFQETH +.C5) - NiQC, ) QM (E-0.) 2z,

—ph (2.5)
85 (%0 ¥.) = Agm (kv )< (N3RS, NGR(TI+63)) QT (E-0,)72,)
=rm (2.6)
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|A] TS o
AT g e
numbers , with m>0,x, € D; ,y, € Dg

and <> denote to the scalar product in the Euclidean space R".

Where N/ = , P,y are positive

Proof :-
By equations (2.1), (2.3) and the condition (1.9) we have

HAl (Xo Yo ) - A1m (Xo ) yo)”S
A .
< {L][Q(TH + CZ)HX (t’ Xo s yo)_ Xm (t! Xs s yo)H +
el —|E]
+QCs[y (%, ¥.) = Y (t, ., )]
<((NQITH +C,)  NjQCs)QME-0,) 12, )=p)

also by using equations (2.2), (2.4) we have
HAZ (Xor Yo)— Agm (X, ¥.)[<

o el [R(TJ +63)
SN
+ RE[X"(t, %, ¥.) = X (t X, y.)|[]
g<(N;‘R52 N, R(TJ +53)),Q§“(E—QO)—1ZO>=y,;‘

+

yo(t’Xo’yo)_ ym(t’xo’yo)

Remark 1 :-
When R" =R*, i.e when x and y are a scalar points, thus we have

Theorem 3:-

Let the functions f(t,x,y) and g(t,x,y) of the system (1) are
defined on the intervals [a, b] ,[c, d] in R" and for any integer m>1 the
functions (2.3), (2.4) satisfies the inequalities:
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minAlm (Xo! yO)S_IO:']
a+h<x,<b-h

c+h <y, <d-h*
maXAlm (Xo’yo)2 p:n
a+h<x, <b-h
c+h*<y <d-h"
minAZm (Xoiyo)g_j/:‘;'l
a+h<x,<b-h

c+h <y, <d-h*
maXAZm ()(07y0)2 7/:’]

a+h<x,<b-h

c+h <y, <d-h*
For all

Nf:ﬂ,p;:«NanH +C,) Nchg),QT(E—QO)_le >,m20
" e}

. ld
C|T
I - |E]

h*z%N*+R51,h=T§N+QC1 . N"=R%Jo, ,N=Q%HJ,

,y;=<(N§R52 NZR(TI +35) ) QM (E-Q.) 'z, >,m20

then the system Q) have periodic solutions
X = X(t7 Xo’ yo)’ y = y(t’ Xo’ yo)
for x, e[a+h,b—h] and y, e[c+h",d-h"].

Proof :-
Let X;,X, be any two points in the interval [a+h,b—h] and vy, ,y;

be any two points in the interval [c+h™,d —h*] such that
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A1m (X1’ yl): minAlm (Xoiyo)
a+h<x,<b-h

c+h’ <y, <d-h*

........ (2.9)
A (X2, Y2) = max Ay (X,,.)
a+h<x,<b-h
c+h"<y, <d-h*
A2m (Xl’ yl): minAZm (Xo!yo)
a+h<x, <b-h
c+h"<y, <d-h* 210

A2m (X2’ y2) = maXA2m (Xo! yo)
a+h<x, <b-h

c+h' <y, <d-h*
by using the inequalities (2.5),(2.6),(2.7),(2.8) we have

Aq (Xq, Y1) = Aqm (Xg, Y1)+ (Ag (Xq, Y1) = Ay (%1, Y1)) <0 } ...... (2.11)
A1 (X2, Y2)= A1 (X2, Y2) + (A1 (X2, Y2) = Ay (X2, Y2)) >0

Ao (Xq, Y1) = Aom (X1, Y1) + (A (X, Y1) — Ao (Xq, Y1) <0 } ...... (2.12)
Ay (Xa,Y2)=08om (X2, Y2)+(A2(X2,Y2) = Agm (X2, Y2))>0

and from the continuity of the functions A, (X.,Y.), A,(X.,Y.) and the
inequalities (2.11), (2.12) then there exist an isolated singular point

X, y)=(X,Y.), X" €[x,%,] and y° €[y, Y,] where

A (%, Y,)=0,A, (x,,Y,)=0.
That is x=(t,x,,y,) and y=(t,x ,y.) a periodic solutions of the system

(1), for x, e[a+h,b—h], y. e[c+h",d-h"].
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Theorem 4 :-
Let
A Dy xDy - R",
(A Nfoaro .
&Y =| g [erTO[BMOX (tx.,y.) +
- 0

+ f(,x"(t,x,,y,),y (t,x,,y.)]dt ... (2.13)
and

(. C o .
Ay (X, ¥.) =| == |[e“TVDM)Y (t. X, y.) +
+g(t, x"(t,x,,y.), y (t,x,,y.)N]dt ... (2.14)

where Xx°(t,x.,y.) and Yy°(t,x.,y,) are the limiting functions of the
periodic sequence (1.4) and (1.5), then the following inequalities

HAl or Yo =WV e (215)
where
N T _
M, =N;QH (6.QM; +QC;M3)+N;QC; , M, :(1_EQH) !
A (6 Y ) |sMg (2.16)

and Mg =N,RI(c,RMg + R6;Ms)+ N3RS, ,Mg :(1—TERJ)‘1

< [N{EsW\W,(1-E,) + NfE2E3W1W2]H Xt — XOZHQ +

FINSE,EWW, + NSE, (L+ E, EJW,W, lyt-y2[R ... (2.17)
‘ ; WW, (1-E4) + N;E3E4W1W2 2
+[NZE;EWW, + NZEy (L+ E; EWi W, ) (L~ E4)_1]H D=V R (2.18)
satisfies for x,,x., x> € D¢, Y., ys,y> € D,
Where
AT lem A e
R L I = gl

Elz[EQH +QC,], E; =QC;,E3 = R4, ,Ey :[E RJ+R&3],E5 =Q(TH +Cy)
W, =[(1- Ep)(A-E,)] W, = (1- E,EqWy) ™
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Proof :-
From the properties of the functions x°(t,x.,y.), Y°(t,x.,y,) that

theorem 1 then each of the functions A; =A;(X,,Y.), Ay =A,(X,,Y.),
X, €D¢,y, eDgycontinuous and bounded by non negative constants
M-, Mg, and from the relation (2.13) we find that:

X“(t,%.,Y, H HA” —QC, ... (2.19)

AT
HA]_(X y )H— H HAHT _HEH

AT gl

since that x°(t,x.,y,) satisfy the integral equation (1.7) and by using
Iemmal we have:

....... (2.20)

and

| |
A, (Y| S — T g RIy° (¢ x.. y.)+ RG, , oo (2.21)

1
H e ||

since that y~°(t,x,,y.) satisfy the integral equation (1.8) and by using
Iemmal we find that

s+RopMg L (2.22)
and from the relation (2 13) we get'
HAl(Xo,y ) A]_ o X (t! o,y ) X (t
+N EzHV x5 yH =y, x2, yA) | . (2.23)
where

XX, yE) = xie +jeA<‘ D[B()X(s, X!, Y )+ (5, X(5, X5, yE), y(s, X!, ¥i)) -

- j eAT9B(s) x(s, XX, y¥) + f (s, x(5, XX, y¥), y(s, XX, y¥))]ds]ds.......(2.24)

t
y(t x5, ys) = yie™ + IeC“‘S) [D(s)y(s, £, )+ (s, x(s, x5, y), y(s, x5, y¥)) -

_e jeC(T DD(s) y(s, X<, v¥) + g(s, x(s, XX, v, y(s, x&, y¥))Jds]ds.......(2.25)
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U

where k =1,2.
since X°(t,x,,V.),y (t,x,,V,)satisfies the two equations (1.7),(1.8) on

arrangement.
from the relation (2.24) we find that

||XO (t, Xg_! yg-) — X’ (t7 Xo2’ y02) | < (1_ El)_:LHXg- - Xo2||Q +

+E,(L-E) 7y @ X yD) - yU (t, x5, y2)

| (2.26)

also from the relation (2.25) we find that
Iy* o, yh) -y (032, y2) < @-E) Yyt - y2 R+

+Eg(L—E4) X" (t, X, yh) = X"t x2, y2) |

by substitutions the inequality (2.27) in the inequality (2.26) we obtain
X @6 y2) = x (X2, y2) | < @ En) )t = X JQ+ EW oy - y2|R +

+ B EqWy X" (1, X0, yo) = X (6, X2, y2) |
since W, (1- E,) = (1— E;) *then
||XO (t! Xg‘! yg-) - X (t1 X021 yoz) || SW:LWZ (l_ E4)||Xi|>- - Xo2||Q +E2W1W2||yg- - y02||R
by substitutions the inequality (2.28) in the inequality (2.27) we obtain
Iy xE y) =y (6 x2, y2)| <[+ B EqWW, 11— E,) ™y - y2|R+

FEWW, X X2 (2.29)

by substitutions the two inequalities (2.28),(2.29) in the inequality (2.23)
we obtain (2.17).
also by the relation (2.14) we find that

[A5 (X2, y5) = Ay (x2, y2)[SNSE; X7 (t, X2, y2) - x° (t, X2, y2)

o o1

+NSE,y” (6 x5y -y (6. x5, y2) | e (2.30)
by substitutions the inequalities (2.28),(2.29) in the inequality (2.30) we
obtain (2.18)

+

Remark 2 :-

By [4], we conclude that theorem 4 insures the stability of the
solution for the system (1) of non linear differential equations since a
slight change in the point (x,, Y. ) leads to a slight change in the functions

Al:Al(Xo’yo) ' AZZAZ(Xoiyo)'
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