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ABSTRACT

In this study we investigate the existence and approximation of the
periodic solutions for nonlinear system of differential equations of third
order with boundary conditions.

The numerical-analytic method has been used to study the periodic
solutions of the ordinary differential equations that were introduced by
Samoilenko. Also these investigation lead us to the improving and
extending the above method and the results of Butris.

1. Introduction

There are many subject in physics and technology using
mathematical methods that depends of nonlinear differential equations
and boundary value problems and it became clear that the existence and
uniqueness of periodic solutions and its algorithm structure from more
important problems in the present time [1,4,6].
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The periodic solutions for some nonlinear systems of differential
equations and boundary value problems have been used to study many
problems for example [2,3,5,7].

In this paper we use the above method for investigating the
periodic solution for nonlinear system of differential equations of third
order with boundary conditions.

Our work is to extend the results of Butris [3] And also this study

lead us to the improving and extending the above method.
Consider the following system of nonlinear differential equation,
which has the form:

3 2
dd);g(t) =f(“»%»%j S (1.1)
with boundary conditions
Ax(0)+Cx(T)=d,
A,x(0)+C,x(T)=d,
A,%(0)+ C,X(T) =d,
Here xeG, cR’

domain subset of Euclidean spaces R".
Let the vectors function:

Ft,x,%,5) = (f,(t,%,%,5), £, t, X, 5, %) e £, (£, %, §))

where the function f (l‘ , X, X, 56), is defined and continuous on the domain:
t,x,%,%)el0,T|xG, xG,x6, .. (1.3)
and periodic in t of period T.

when 4, = (A ) 4, = (A2ij)’ 4, = (A3ij )a C = (Clij)’ C,= (C2ij)’ G = (C3ij) are

1ij) »

x€G, cR" and ¥eG, cR" where G,,G,,G; are closed

b

(nx n) matrices.

Suppose that the function f(¢x,X%,X) satisfies the following
inequalities:
lrexxo|l<pe
“f(tﬂxlﬂxlDxl)_f(tﬂxzﬂxzﬂjéZ)” SKlel _xzu +K2HX1 _xzu —I—K3”)'€1 _jéz“ ------ (1.5)
for all te[O,T] and x,x,,x,€G, , %x,%x,€G, , x,X,X, €G,
where M, K,,K, & K, are positive constants.
We define the non-empty sets as follows:

T

G3f—G3—M5+ﬁ3
T 2

G,,=G,-M|—| +

S (2) I (1.6)
T 3

Glf:Gl_M(Ej + 5,
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where B, = %Hcl_]dl _(Cl_]Al +E)5(.0‘

B =%HC3_]d3 _(C;]A3 +E)5éo

, B :%ch_ldz _(Cz_]Az +E)¥0H ,

, E 1s identity matrixes, and |||| = tmﬁl)XT ]|| :

Furthermore, we suppose that the greatest eigen-value of the
following matrix:

3 3 3
kL k|1 kL
2 2 2
2 2 2
T T T
A, =| K| — K| — K| —
S B Y
K[ L &L KL
2 2 2
is less than unity. i.e.
ﬂ“max(AO) < 1 ...... (17)
Lemma 1:

Let f(z,x,%,X) be continuous vector function in the interval [O, T ]
then:

t

J‘{f(s,x,x,)'é)—%((c;A} +E)3£O —c;‘d3 +J‘f(l‘,x,)'c,)'é)dtﬂds

0 0

< Moc(t)+ B,

Satisfying for 0<¢<7 and a(t)gg

where  a(t) =2t(1- %) ,

Ji3 :%Hc;ag _(C;]A3 +E)¥0H :

proof:

j).f(s,x,)'c,)'é)—%j.f(s,x,)'c,X)ds+%jf(t,x,5c,)'é)d

0

< +

%[c;ag —(C;1A3 +E)5€01

4 4
s@—;Jm1+?024M4+ﬁ3

T
=M —+
St A

From lemma 1 we obtain:
HLf(t, X, X, x)ﬂ < Ma(t)+ B,

£M§+ﬁ3
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HL2 Lx, X x)” X‘Lft X, X, xX‘

<M(Tj +B, (1.9)

and

HL3 txxx)” X‘Lftxxx)”
<M(TJ g (1.10)

2. Approximate Solution

The investigation of approximate solution of the problem (1.1),
(1.2) will be introduced by the following theorem:

Theorem 1:

If the system (1.1) with boundary conditions (1.2) defined in the
domain (1.3), continuous in ¢,x and satisfy the inequalities (1.4) and
(1.5), then the sequence of functions:

m+1 (t X X X) xO _‘_)E:Ot_'_jéot2 +L3f<taxm(taxo)axm(taxo)ajém(taxo)) ...... (21)
with
dx (t, d’x (t,
X, (t,x,)=x, , %tx()) (tx,) xfl—(zx()):jém(t,xo) , m=012...
t

periodic in t with period T, converges uniformly when m —o on the
domain:

(t,Xy,%,,%,) €[0,T]xG, xG,xG, . (2.2)
to the limit function x°(Z,%,,%,,X,) which is satisfying the equation:
x(t,x,5,%)=x, + Xt +¥,0° + L f(t,x,5,%), L (2.3)
And it’s a unique solution of (1.1) provided that:
3
X, (2%, Xy, %) — X, <M( ) +6 (2.4)
2
X, (t,%y, Xy, %) — X, <M( j +6 (2.5)
xoo(tsxmesxO)_xO SME+ﬂ3 ------ (26)
|6, 2,30, X %) = X, (2, X, X X))
ono(taxwxo»xo) —%,(t, xwxoajéo)u <SN(E-NT, 2.7)

5., 2,30, %o, %) = X, (2, X, X X))
for all te[O,T] , Xo EGlf . X, Esz , X €G3f where
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Hxl(taxwxo»xo)_xou
I/O(t:xoayoazo) = HXI (Z‘,XO,XO,XO) _XOH

H)‘él(taxwxo»xo)_)‘éou

Proof:
Setting m=0 in (2.1) and using lemma 1 and the sequence of the
functions (2.1) we get:

Hxl (t, Xy XXy )= X, H = HL3f(t, X0 (t,%y), %, (2,%x,),%,(t,x, ))H

T 3
SM(E) +5 (2.8)

Thatis X, (£,X,,%,,%) €G, , forall 1e[0,T], x,€G,, .
By induction we have:
me (tvxovxovjéo)_xou = HL3f(t,xm71 (2,%0), %, (%)), %, (taxo)j‘

T 3
<M (5) +5 L (2.9)
where x,,(t,X),%,,%) € G, , forall t€[0,T], %, €G,,.

By derivative the equation (2.1), and setting m=0, we have:
o (220 ) = | = 122 (8 (2,20 ) (1), o (2,6,

< M(%j +B8 (2.10)

Thatis X,(Z,Xy,%,,%)) €G, , forall t€[0,T], X, €G,, .
By mathematical induction we have:
[ (600 o ) = s | = L2 (6,01 (83, %,y (80D, B, (8%, )

T 2
SM(E) +5 (2.11)
thatis X, (t,X,,%,,%,) € G, , forall ¢e[0,T], X, €G,,.

By using the second derivative of (2.1) and setting m=0, we get:
Hx1 (t, xooxooxo)_ xo” = HLf(toxo(toxo)axo(toxo)axo(toxo))ﬂ

T
<M —+
5 B,

That 1s )'él(t,xo,xo,jéo) € G3 , forall te [O,T] , jéo € G3f .
Also by induction we have:

o)
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[, (t x5, %o, %y ) = 3o | = | L (€ 2,0 (150 ), %y (8, X0 ), 5,y (20|
T
<M 5 + B,

That is X,,(£,X,,%,,%,) € Gy , forall 1€[0,T], %, €G;,.

We prove that the sequence of functions (2.1) is uniformly
convergent in (2.2). From (2.1), when m=1 we get:

sz (2, %y, %, %) —x,(t, xo,)'co,)'éo)u Hxl (2, %y, %,,%,) —xOH
5ty (6,360, %0, 59) = 3, (8, X, X0, 5y )| | S Ag O] |6, (2,5, %95 %) — X |

“Xz(taXOaXOajéo) _jél (t,xo,)'co,)'éo)u Hxl (taxoaxoajéo) _XOH

Now when m=2 we get the following:
Hxa(taxmxo’jéo)_xz(taxo’xo’jéo)u sz(taxmxo’jéo)_xl (taxmxo’jéo)u

Hf%(t,xo,fco,)'éo)—)'Cz(t,xo,)'co,)'éo)u S/\%)(l() “xz(taxoaxo3jé0)_xl(t’x03x03jé0)u
5, (8,5 %05 5y ) =5, (8% %0 5 )| 5, (2 %) = 5 (8 X 5, )|
By mathematical induction we have:

‘ X1 (8505 X0, % ) =X, (£, , X5 xo)” me(taxmxo’jéo)_xm—l(taxmxo’jéo)u

‘ X1 (85X, X5 X ) — xm(t,xo,xo,xo)H <AG(@) me(taxmxo’jéo)_xm—l(taxmxo’jéo)u

[50 1,20 50) = 5, (1,0 % 5 )| 5 (1050 50) = 5, (8, 5 )|
...... (2.14)
form=1,2,....
Rewrite the inequalities (2.14), in vector from:
V.oV, (2.15)
where

196 20 ) =26, (1,0, 0, 5|

V1 (30550550 =| [ (6,0 %, 50) =6, (1,3, 5)|
|5 0 (2,0, 0,50 ) = X, (2, )|

Klao) Ko K@)
ANO=|Kla)f  Klaof K@)
Ko@) K (o) Ky(a)

Hx (t,%,, %y, %) —x, (¢, xo,xo,xo)”

V (t,%y,%,,%,) = Hx (t,%,, %y, %) =%, (¢, xo,xo,xo)”

HX (#,%0,%,%)) =%, (, XO,XO,XO)”

— =
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It follows from inequality (2.15) that:
V <AV,

m+1

where
A, =maxA,(?)

tef0,7]

this leads to the estimation:
DV ANV, (2.18)
i=l i=1

Since the matrix A, has eigen-values 4,=0 , 1,=0 and

3 2
T T T
ﬂ“s zﬂ“max(AO) :(Ej Kl _(_j Kz __K3

2 2
then the series (2.18) is uniformly convergent, i.e.
Lim) A V=Y NV, =(E-A)'V, L (2.19)
j i=1

i=1

The limiting relation (2.19) signifies a uniform convergent of the
sequence xm(t’ Xo> xO’jéO) H xm(t,xo,xo,jéo) 5 xm (to X0 xo > xo)

Limx, (2,X,,%y,%X,) =X, (%,X,,%y,%,)
m—>0

Limx, (8,%,, %), %) = X, (&, %9, X0, %) 0 (2.20)

Limx, (2,%,,%y,%X,) =X, (2,X,,%y,%,)

m—>0

By inequality (2.20), the estimation:
wa(t,xo,xo,jéo)—xm(t,xo,xo,)'éo)ﬂ
[t 2,6, 0 ) =%, (8,30, %0 5 )| [ S AG(E—Dg) ', 2.21)

5,02, X, 5y ) = 3, (8,3, % %, )|
1s true for m=1,2,3,...

Thus x,.(%,X,,%,,%,) is a solution of differential equations (1.1).

3. Uniqueness solution

The study of the uniqueness solution of the problem (1.1), (1.2)
will be introduced by the following:

Theorem 2:
Let all assumptions and conditions of theorem 1 be given then the

problem (1.1), (1.2) has a unique solution X=x,(£,X,,%,X,) on the domain
(2.2).

= (D
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Proof:

We have to show to that x(Z,x,,X%,,X,) is a unique solution of
problem (1.1), (1.2). On the contrary, we suppose that there is at least two
different solutions X(#,X,,%,,%,) and X(t,X,,X,,%,) of the problem (1.1),

(1.2).

From (2.3) the following inequalities are holds:

s x300) =300, %3550, )| s@(lqux@—x(d\ + K0 —3(0) + K 0) _;@\)

on differentiating (3.1) we should also obtain:

RERE IS ERRY s@z(&ux@—ﬂd\ & Jxo-30] + K]0 -5

on differentiating (3.2) we should also obtain:

0 )=S0, )| < K =500+ s e+ o -50

...... (3.3)
Inequalities (3.1), (3.2) and (3.3) would lead to the estimation:

(2, x,, %y, %) = R(E, X %, 5y)| (2, x,, Xy, %) — 2 (2, x5 %, 5|

H)'C(t, Xg»> Xg5 X)) — )%(t, Xos Xy jéO)H <A, H)'C(t, Xo» Xgs %) — )%(t, Xos> X5 XO)H

(2, %y, 5, ) = 500, %o, 5o, )| (2, %y, 5, %) = X0, 39, 5, )|
By iterating we should find that:

(x99, %) = (2, X4, X, Xy )| (30, %0, %) = X(2, X, X0, 5y )|

(=)

REEEESEE AN IEFH] SN AR N

Hjé(taxoﬂ‘%ajéo) _x(taxmxo:jéo)H Hjé(faxmxo:jéo)_x(taxwxo:jéo)u

But Ay =0 as m — oo, hence proceeding in the last inequality
to the limit we should obtain the equalities X(Z,%,,X,,X,)=X(, X,,X,,%,),
50,y o ) = 5%y o y)  and (0 Xgs s o) = 51Xy, 50, %,)  which

proves the solution is a unique and this completes the proof of the
theorem.

4. Existence of Solution

The problem of existence solution of the system (1.1) is uniquely
connected with the existence of zeros of the function A(x,), which has
the form:-

— =
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A%,) =% {(011141 +Ef, +(c 4 + Efg +c' 4 +Efi P —¢'d +}L2 f(t,xw,xw,xw)dr}
...... @.1)

Since this function is approximately determined from the sequence of
functions:

A, (x,) =%{(011A1 +Elv, +c' 4 + Eft +(c 4 +ER P —¢'d, +}L2 t,xm,xm,jém)dt}
0

m=0,1,2,... .

Theorem 3:
Let all assumptions and conditions of theorem 1 were given, then
the following inequality:

2
|AG) = A, (x5, < Kz(—) , Ni(E=A)'V, )=6,

is holds for all m >1 and x, € G, .

Proof:
According to (4.1) and (4.2) we have:

||A1(x0)—Am(xoj| [(c1 A +E)x (c1 4 +E))(0t+(c1 4 +E)x0t —c'd, +J‘L2 ﬂtx X, xoo -

—% [(@4 + B+l 4 + it +c 4 + Bl —¢'d,+ j LAl 5 5 Jdt
0

:%’ {(011141 +E)"o +(Cf1A1 +E)’}0t+(cflf41 +E)3“0t2 —c'd, +JT.L2f(t’x°°’x°°’jé°°)dt_

(c1 4 +E)x (c1 4 +E)x (c1 4 +E)xt +c'd, —Isz(t X% X ) Z:I

I et ) e
0

<(a)[K [, (6, %0) = x, (1 )| + Ko (8 ) = 5, (1 0| +
K%, (1x,) = E, (6, x,)]
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T\ : :
(L) s~ 5ol Ko or 5. el

F K%, (txy) = %, (6 x,)]

IA

m

2
K{Zj , NP(E-A,)'V, })=6

where < , > denotes the scalar product in the space R* and X,, X,,

K, , 0, are a positive constants.

Remark 1: [7]

When R" =R', ie. when x is a scalar, thecorem 4 can be
strengthens by giving up the requirement that the singular point should be
1solated, thus we have.

Theorem 4:
Let the system of equations (1.1) be defined on the domain (1.3).

Suppose that for m >0, the function A, (x,) defined according to
formula (4.2) satisfies the inequalities:
,comin A (x)<-9,
a+ T +35<xy<b— T +5
M(zJ P M(zJ
. max AG)=s, | e 4.5)
T T
a+M(EJ +ﬂ39c0£b—/\//(5} +15
_ by d _( -1 4 )X ..
for m>0 , when B; = THC3 ;=g 4, +F OH , M, B,.,0, are positive
constant. Then (1.1), has a periodic solution X =x(¢) such that
T

T 3 3
a+M(EJ + B, <x, sb—M(EJ +p5; .

Proof:

TY TY
Let x,, x, be any point in the interval ¢+ 5 +f; <x, <b— 5 +5,

such that:

— =
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A, (x)= . min . A, (x,)
a+M(5j +ﬁ33x0£b—M(5j + 53
A (x,)= max A(x)| e (4.6)

3

oot ) psspsu (L),
By using the inequalities (4.4) and (4.5) we have:
AG) =A,, () +(A() -4, (x))< 0 )
AQ%;) = A, (5) +(A(x,) - A, (x,))> 0
From the continuity of (4.1) and (4.2) there exists a point X’ =X, ,
x° € [x,,x,] such that A’(x,)=0.

thus x=x(t,x,) 1S a periodic solution for

X, e{aﬂng +ﬁ3,b—M(gj +ﬁ3}.

Remark 2: [2]
If the set G, dose not degenerate to a point, then the A —constant

of the system (3.2) may be considered as the function A =A(0,x,) given
on the set R' X G, ,. The properties are defined by:

Theorem 5:
Let

A:D,, > R",
AGx,) 2?1_'|:(CIIAI +Elv, +c'4 +Efeg+lc' 4+ B —c'd, +TL2 fltx, %%, )dt
0

...... 4.8)
where x_(#,x,) is the limit of a sequence of periodic functions (2.1),
then the following inequalities are holds:

poolses(Se L 49

where & :%H(CllAl +E)Xo +(C;1A1 +E)"Cot+(C;]A1 +E)5éot2 _Cfldl“ , and

MA<xa>—A<xs>u<(ZJZ[KI[WI+mUst}Kz[Wﬁm Ust}K{Us—Qsﬂ
2 W W W,

5 5

o)
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Z 3
1 .2 1 2
fOI‘ all x())x())xo EG3f and U]: N U2 = Q< >

Uy = ,Uri,@ 1 ,Uﬁ_g
GTe) LTt

0 =Js ]l el . afe-elife el 0,=Js -5,

UIQI + U2K2U4Q2 ° VV2 = 1+K2U4 s VV3 :U3Q2 +U4K1VV19
1-U,K,U,K, 1-U,K,U,K, 1-U,K,U,K,
W, = (Kle + K3) ,and W5 =1- [U6K1 (VVI + W2)+ U6K2(W3 +W,U, )] .
Proof:

From the properties to the function x,(#,x,) established by

theorem 1, it follows that the function A(x,) is continuous and bounded
in the domain R' x G, .

|:(C1 4 +E)>c0 (c1 4 +E)>ct+(c1 4 +E)x0t —c'd, +jL2f(tx X,,X ) _

1 =

|AGo) =

S}H(c{ '4 +E))c0 +(c1‘ '4 +E)S<Ot+(cl“A, +E)jc'0t2 —c ‘dIH +}JHL2 fltx,,x,,% )dt
<EHalt)f' M 0

T 2
Sﬁ{z) M

By using (4.8), we have:
2
|ace) - AG)| < Gj [k, e, (8 x0) = x, (30| + K (2, 300) = ., (2,00 +

D S REDEERCET | IR @.11)
where x, (¢,x ) and X, (¢ ,Xf) are the solutions of the integral equation:

xle x5, xg) xb b+ 5502+ 0 (e xle, xf ) #(e, ) (e x4 )
...(4.12)
where k=1,2.
From (4.12), we find that:

oot 2] sp et e Iy

PR (), G+ K ) 5, 12|

— =
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[1_ ( 931<1J‘xw(l‘,xf) Vx xé)ﬂ g” X xf,H +Hx(‘, —xf,ut +Hx(l, - “ﬂ +

+(_1JS[K Hx (t xl)—fc (t xz)H+K HX (f Xl)_x“ (f XZ)H]
2 2[[Xeo W5 Xy o\t 3 [0 \F240 oo \“97Y)
and

1 2 -1 .2 .1 -2l
Xy —xOH +on —xOHt+HxO —xOHt ]+

wa(t, X)) —x, (6, x; )H ST m
[1 —(Tj KIJ
2
B
2

o2 )5, )]+ K () -, ()|

D
Nl
i

L, (), 2| SUQ +UL Ko i (63—, )] + K () 5, 6. 2|
(413
On differentiating x,,(¢,x)) and X, (¢ ,on) , we get:

1
)|

sz
+ [ isz}[lew(t,xé)xw(t,xg)(+[{3xw(t,x(l))xw(t’ 2
| &

.1 ) .1 )
s sl -+

[, .30~ 2.39)| < {
1—

NN

L&, (.0, (2] SUQ, +U K e, ()~ () K () 5, 2|
L (414)

Again on differentiating x,,(£,x)) and x..(1,x)), we get:

i, ) — &, (632 < (—;juxg -2+
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Using the inequalities (4.13), (4.14) and (4.15) in (4.11) we have
the inequality (4.10), and this proves the theorem.
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