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Abstract

In this paper, the analogy between the optimal routes within a sensor network
and the electrostatic field lines is utilized successfully. In other words, partial differential
equations similar to those of the electrostatic field theory are solved using Finite
Difference Method (FDM) to find the optimal routes of the network. For the purpose of
validation, an Opnet program based on the generated optimal routes is written to find
the throughput and delay of the sensor network, a similar program is then applied to
some arbitrary routing scenarios. The results show that the throughput and delay
performance of the proposed method is better than that of the chosen arbitrary routing
scenarios. It is also found from the results that the throughput of some scenarios is 50 %
lower than that of the proposed method.
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1. Introduction

Sensor networks consist of nodes (smart devices), which are distributed over an area in order
to perform a special task. Figure (1) shows a typical sensor network diagram. It consists of :

1- Sensors which are used for monitoring temperature , sound , pressure ,...etc.

2- Interconnection devices.

3- Central unit for collecting information from sensors.

4- Computing resources.

It is worth to mention that
the central unit is used to
collect data from all

Wireloas Sensar Mebwark

sensors mainly for Sink Node
processing and archiving
functions. It must have

sufficient processing ~ User
power , buffering space ,

and capability of
communication with

other sensors efficiently. In

this type of networks , the sensors must transmit packets to the destination in a multi-hop way
with minimum delay as possible [1],[2]. This task can be achieved by applying vector field
principle to optimize the routing algorithm. The vector field represents the communication
load at every place of the network, it can be written as the gradient of a scalar potential
function. Routing of packets can be done based on the potential magnitude on each node and
its magnitude on the neighboring nodes [3] .

The routing problem of this type of networks is mathematically modeled using partial
differential equations similar to the Maxwell’s equations being used in electrostatic theory.
The sensor networks routing problems have been studied by many researchers. Network with
Sequential Assignment Routing (SAR) algorithm is proposed in [4],[5], a tree rooted in the
destination is constructed using energy constraints technique. A proposed minimum Cost
Forwarding Algorithm (CFA) for wide area sensor networks is given in [6]. A location
protocol called Geographic Adaptive Fidelity (GAF) is proposed initially for Mobile Ad-hoc
networks then applied to sensor networks successfully[4]. Similar routing schemes are given
in [5]

The analogy between the theory of Electrostatic and wireless sensor networks can be shown
in Table(1).

Sansor Node

Figure (1) Typical sensor network

Table (1) Analogy between the theory of Electrostatic and wireless sensor networks

Electrostatic Wireless sensor network

1- Positive charges. 1- Sources.
2- Negative charges. 2- Destinations.
3- Non-homogenous dielectric media 3- Network structure.

with variable dielectric constant.

4- The paths between the positive and 4- The shortest paths between the

negative charges represent the minimum | sensors and destinations represent
energy routes. the minimum delay routes.
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If the initial distribution of sources and destinations is not given, then it is possible to locate
sources and sinks within a given area freely, the location that reduces the number of nodes
required to support the flow of information will create a routing pattern identical to the
electrical field lines created in a similar Electrostatics topology.[1],[2],[7].

2 Modeling the Routes of a Sensor Network

The sensor network to be analyzed and simulated must satisfy the following conditions:-

1- No mobility.

2- Known traffic demands for each sources-destination pair.

3- Known physical location of sources and destinations.

4- The locations information is stored at a route server that can assign the routes to the various
source-destination pairs.

5- From the routing point of view, a given direction for every point z of the network is
assumed. A sensor placed at the point z will use the given direction of z. And it forwards its
traffic to sensors that are closest to this direction as the next hop.

6- The selected direction is a continues function of z. (close sensors can use the same next
hops, or they can use the hops that are close to each other) [1],[8],[9].

7- Let w; > 0 denotes the average rate of the generated messages by sensor i; with the
condition that the sources of information are distributed.

8- At location (x, y) A r(x,y) bits/sec/m* of information is generated, given that A = the
plane containing the node, and r(x,y) = the messages generating data rate.

9- The central node (information sink) is located at (x,, y,) 4.

2.1 Mathematical Analysis
According to the previous assumptions, it is possible to assign the total information
generation rate (w,) to the central node and define it as follow :

Wo = 'Z:?;l Wi (1)

Where:
N = the number of sources.
w;= the information generation rate of a single source.

Assume that D is the vector field on A which represents the flux density of the routes to the
destination. Given a small area at z, z A ,the tangent vector at z will be given by :[1]

— ] - 1 -~
D(z) = lims o5 3pyns=o Wiy (2)

Where :

S =a selected area in the network which contains different sensors.

a; = a unit vector tangent to p; at S and pointing toward the direction of p; that goes to the
destination

p; = the path for the sensor i.

It is found that when |S| - O, all paths that pass through S will have the same @; based on
Assumption (5).

Let p(x, y) represents the density of sources on A.

plx,y) = 1(x,y) = Wod(x — X,) 0(Y — Yo) €)
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Where :

0 (.) = the Dirac delta function.

w, = the total information generation rate of the sources.

(e, o = f,7(x,¥)dxdy ) Note that p(x, y) = r(x, y) at every place of the network except at
the sink place. It is clear that f, p(x, y)dxdy =0 . [2].

Assume that D (x, y) = the density of flow per second to be hopped at (x, y) on its path toward
the sink. The direction of the information flow to the other nodes can be obtained from the
orientation of D(x, y).[2][3]

Due to the analogy between the electrostatic field equations and the sensor network, it is
possible to rewrite p(x, y) as :

a = A a = ~
p(5.Y) = =D (), + 25 D (x, )y 4

Assume that D depends on the way of selecting a set of paths but independent of the paths
being selected then D will satisfy the following equations.

V.D=p

Dn(z) =0 forz Boundaryof A (5)

Where:
A = the area of the network

Dn(z) = the normal part of D on the boundary of 4.
The first equation in (5) gives the natural
limitation that all the traffic generated are
directed to the destination, while the
second one shows that no load will exit or
enter the network . It is important to
mention that equation (5) do not give a

unique value of D.

The solution of equation (5) means that
there is traffic paths between the sources
and destinations [1]. The lines which are

always tangent to the direction of D and Dest.
having the same orientation of it are called

traffic flow lines. Figure. (2) Approximating the path given
A typical traffic flow line is shown in by a load flow line by the links made by the
figure (2) (solid line) together with its relaying nodes.

approximated wireless links between the
relaying nodes [7].

The solution of equation (5) does not give a unique value of D(x, y), (1.e. there are infinite
solutions of this equation). This means that additional condition(s) to be placed on D(x, V) is
required to generate a suitable set of routes. The additional factor can be obtained by making
D as uniform as possible [2].

A uniform distribution of the traffic in the network can be obtained by using the following
quadratic cost function:
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](5)= IA‘(ﬁ_Bav)lzds (6)
in which Dy, is the average value of the vector field D on the set 4, and it can simply defined
as:

= 1

Dgy = m_fgﬁds (7

It can be concluded that this cost function is similar to the distribution of energy cost function
in electrostatic theory. Optimizing the load on the network means minimizing J( D)or 7]

J(D), . = [,|(D = Day)|*ds ®)
Subjected to :
V.D=p

Dn(z) =0 forz Boundaryof A 9)

Assume that D* is the optimal solution of equation (9),which can be obtained when D= D*
sthen D* must satisfy :
PxD* =0 (10)

This means that it is possible to write some partial differential equations for the optimal value
of D*:
V.D=p 7xD* =0 (11)

It is important to mention that :
1- The previous partial equations with the condition given by equation (5) will result in a

unique value of D* [10], [11].
2- The partial differential equations being obtained are similar to the electrostatics equations
obtained from Maxwell’s theory [12],[13].

Mathematically, a vector field such that VxD =0 is called a conservative vector field,
which can be expressed as the gradient of the potential function U:

D=VU (12)
Equation (10) can be rewritten as:

Viu=p (13)
Equation (13) is called Poisson Equation and it can be approximated to:

92 92

Pl 3z U =P (14)

The boundary conditions for D must satisfy the following equation :

VU(2).7(z) = 0 forz Boundary of A (15)
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Where:

fi(z) = a unit vector normal to the boundary.

The following interpretations , can be obtained from equation (11) :

1- The processing power needed to send a packet from the sender to the destination is
proportional to the potential difference between the sender and receiver.

2- The routing of data follows the direction of the gradient of the potential function.

2.2 Solving the Generalized Poisson Equation Using the Finite-Difference Method
(FDM)

The partial differential equation (poisson equation) which is derived in section (3) cannot be
solved analytically. It requires a numerical technique called finite difference method (FDM),
this can be achieved using the following methods: [14]

2.2.1 The Five-Points Star Configuration

It is a method that can convert a continuous function
into discrete one figure(3) shows five points star
configuration which is used to solve the poisson
equation. The flow chart shown in figure (4) gives the
details of how to apply the FDM according to the
configuration shown in figure (3).

potential
samples

2.2.2 Successive Over-Relaxation (SOR)

This method applies some kind of relaxation to have a
good approximation (toward the exact solution), it is Xio| j'{l ]\i Hh
suitable in the case of large number of equations

given that a good approximation of the solution
is available [14].

Figure (5) show the steps of applying FDM
based on this method to the poisson equation (partial differential equation) given in section

3).
3. The Results of The Proposed Model

The results given in this section are based on the following assumptions :

1- The sensor nodes are distributed over an area 1 Km x 1 Km.

2- The number of source nodes is equal to (440) while the number of destination nodes is only
one.

3- The central node is responsible about forwarding the data of the whole network to the main
processing unit to process it and to decide the suitable action.

Figure (6) show the distribution of sensors over the selected area

Figure (3) Five Points Star Configuration
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Figure (4) shows the steps of how to apply an FDM based on the five points star
configuration.
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Figure (5) shows the steps of how to apply an FDM based on the successive over
relaxation method
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Figure (6) Distribution of the sensors over the selected area
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After solving equation (10) numerically by finite element method, successive over-relaxation
(SOR) with the boundary conditions given in equation (12) is applied over a 21x21 grid to
find the potential function U .

From the modeling point of view, different weight values are assigned to the source nodes
(positive charges) while the sum of all the source weights will be assigned to the destination
node as a negative charge. Figure (7) shows the value of the potential function over the
selected area.

" Destination.__

e PR

Figure (7) The value of the potential function U

D ( load density vector ) is calculated by taking the gradient of U. Figure (8) shows the
directions of D at each node of the selected area towards the central node (destination).
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It is clear from figure (8) that the arrows which refer to the directions of D (between any
source and the destination nodes passing through intermediate nodes) will constitute the
direction of the optimal path between them. Figure (9) shows the final possible optimal routs
between the different sources and the destination can be found using the smallest angle
between any two directions given in Figure (8).

o [ S #* L _.-:k
+
5 _x
#*
* T =
B G2 & / -
- 3T /

> b e i e
- = —*
T i —+

i
. f 2 R

i \

*
— —
+ \ o

A\

] »
- 4 Y
e
'\."‘-\-\.,_\_‘_
4 * 4 T h *

Figure (9) The Optimal routes from the sensors to the destination

To validate the results being obtained, an OPNET program is designed based on the optimal
routes shown in figure (9) and in order to simplify the simulation process, the portion of area
to be considered is chosen within the red rectangular shown in figure (10); it contains 121
nodes (120 source nodes and one destination node at the center of the rectangular).

node 119 node 115 nnde_zlﬁ node 215 node_211
-]

&

...‘éi..’lﬁ""&.i.ﬁ.ii%.
%3 o000 0 © 6 86800 & dp o0 & 8 of
o5 ®pgele 00 2 0 Boeo oole o0 O 8
o0 ¢ 5o o0 0 o086 0 a0 00 8 o of

le 106 node 104 rode 407 node 405 node_ 402

Figure (10) The proposed model of the network

The flow chart shown in figure (11) illustrates how OPNET applies the procedure of
configuring the nodes based on the information of figure(9).
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|

Changing the addressing mode of the whole network
from Auto to Manual

!

Set an IP address to every node in the network with a
specific class

'

Edit the IP layer attributes of every node to insert a
static routing table

|

Select the destination node and the next hop node of
every node until reaching the central one

|

Select the desired Statistics need to be studied like
Throughout & Delay ..etc.

l

Set the simulation time and run it

!

View Results

Figure (11) shows the steps of how OPNET applies the procedure of configuring the nodes
based on the optimal routes.

Finally, the throughput of the subnet (within the red rectangular) with the routes which are
obtained by using the electrostatic model (figure (11)) is calculated with the help of Opnet
software and compared with four different arbitrarily scenarios, see figure (12).

e

Figure (12) the paths from sources to the destination according to the electrostatic scenario
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Scenario 2 Scenario 3

Scenario 4 Scenario 5
Figure (13) Some arbitrarily scenarios are chosen for comparison with the electrostatic
scenario

The results of figure (14) prove that the optimal routes being calculated by the electrostatic
method gives the highest throughput as compared with the results of the other scenarios , on
the other hand , the delay performance of the electrostatic optimal routes is the minimum , see
figure (15)

i3
= ] If [
PO /4I II

/ Scenario 5 Scenario 1 Scenario 3 Ycenaro 2 Electrostatic
Model

Figure (14) Throughput performance of the network with multiple scenarios
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Figure (15) Delay performance of the network with multiple scenarios

5. Conclusion

It is found that optimal routing of a sensor network can be obtained by using the partial
differential equations of electrostatic field distribution. This is possible due to the similarity
between the electrostatic field lines and the links within the sensor network (in case of large
number of nodes). A mathematical model is created according to the mentioned idea. The
results verify the idea that the routes between sources and destination agrees to a large extend
with the field lines between positive charges and a single negative one. An Opnet model is
designed to calculate the network throughput using the optimal routes which are obtained
from the solution of the mentioned partial differential equations, the throughput performance
is then compared with some arbitrary selected routes (scenarios), the results show that the
proposed model provides the best throughput and delay performances as compared with the
throughput and delay performances of the various scenarios.
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