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Abstract

The asphalt content in hot mix asphalt paving mixture is a key factor in producing
guality pavements. In recent years, the artificial neural networks approach has
attracted wide attention and found a growing number of pavement applications. This
paper explores the feasibility of using the backpropagation artificial neural network
with sigmoid function as activation function by MATLAB 7.8 software to determine the
acceptability of the hot mix asphalt paving mixtures based on the percent of asphalt
content and aggregate gradation using their Marshall properties. Several networks
architectures, using two hidden layers with different numbers of nodes, are tested to
obtained the best results.

The results showed that the network ( 10-20-10-3) had the best performance, and this
network can be used as appropriated method for determining the asphalt content and
aggregate gradation acceptability of hot mix asphalt paving mixture. This work
concludesthat the artificial neural network isa good method which can reduce the time
consumed and can be used asatool in evaluating the hot mix asphalt paving mixtures.

Key Words: backpropagation artificial neural network , hot mix asphalt,
asphalt content, aggr egate gradation, Mar shall properties.
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I ntroduction

Today, thereis an increasing growth of road transportation in the world. Roadways
arevery large, in volume, in extent, and in value [1]. More than 95% of paved roadsin
Iraq are paved with hot mix asphalt (HMA) paving mixtures. HMA is a mixture of
asphalt cement and aggregate. The aggregate sum 93-97 percent by weight of the total
mixture, while the remaining 3-7 percent is asphalt binder. HMA is a rather complex
material upon which many different, and sometimes conflicting, performance demands
are placed. In order to meet these demands, three variables must be considered:
aggregate, asphalt binder, and the ratio of the asphalt binder to aggregate (asphalt
content) [2].

Kind of HMA mix design is the process of determining what asphalt binder to use,
what aggregate to use and what the optimum combination of these two ingredients
ought to be. Mix design is a laboratory simulation. It is meant to ssmulate actual HMA
manufacturing, construction and performance to the extent possible[2]. The Marshall
method of HMA design is the most widely used and was the design method recognized
by the Iragi authorities.

Artificial Neural Networks (ANN) has a wide variety of applications in many
disciplines of engineering as well as non engineering analysis [3]. ANNs have been
successfully used for tasks involving pattern recognition, function approximation,
optimization, forecasting, data retrieval, and automatic control, to name just a few [4,
5]. In recent years many resear ches have applied the use of ANN in an effort to improve
evaluation and prediction of corrective measures[3]. The backpropagation network isa
very popular model in ANNs. Backpropagation ANNs are very powerful and versatile
networks that can be taught a mapping from one data space to another using a
representative set of patternsto belearned [5,6,7].

Objective of Research

Today, for determining asphalt cement content and aggr egate gradation acceptability
of HMA mixtures, many Iraqgi laboratories use solvents to separate the asphalt cement
from the aggregate in HMA mixtures. These solvents used for extraction tests are
expensive, difficult to dispose, and unsafe.

Thiswork primarily focuses on the development of ANN modelsusing MATLAB 7.8
software, as quality control toll for HMA mixtures, based on feed-forward
backpropagation network with a sigmoid function as activation function to predict the
asphalt content and aggregate gradation acceptability of HM A mixtures as output data
using Marshall properties and specification requirements of these mixtures as input
data.

Artificial Neural Networ ks Applications

ANN approach is a valuable computational tool that is increasingly being used to
solve resour ce- intensive complex problems as alter native to using traditional numerical
and statistical techniques [3,4, 8]. Thisis because ANN isinherently better in analyzing
non-linear behavior. The advantage of neural ANN is derived from their capability to
learn from examples they are trained with and have the further capability of
generalizing beyond the exampleslearned [3,9].

There are many studies of using ANN in pavement distress [3,4,10,11,12],
pavement structural modeling [1,13,14,15], pavement performance, analysis and design
[16,17,18,19,20], pavement rehabilitation and maintenance [6, 21, 22], pavement
materialsand properties[23, 24, 25, 26], and pavement management [ 27, 28, 29, 30].
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Backpropagation

The backpropagation network is probably the most well known and widely used
among the current types of ANN systems available. It is a multilayer feed-forward
network with a different transfer function in the artificial neuron and more powerful
learning rule [8]. The backpropagation ANNs have been described in many sources
[1,3,7,8,31,32]. Backpropagation ANNs are fully connected, layered, feed-forward
networks in which activation flow from the input layer through the hidden layer and
then to the output layer. The network usually starts with a set of random weights and
adjustsits weights accor ding to each learning example. Each learning example is passed
through the network to activate the nodes. The actual output of the network is then
compared with the target output, and the error estimates are then propagated back to
the hidden and input layers. There have been several successful studies of using
backpropagation ANNs in pavement analysis, performance, and design concepts [
1,3,6,11,12,15,26 , 27,28].

Backpropagation Algorithm
The backpropagation algorithm is essentially atechnique that minimizesthe
network error function asformulated below[3,7,8,31,32]:
1. Weight Initialization:
Set all weights and node threshold to small random numbers. Note that the
node threshold isthe negative of the weight from the bias unit.
2. Calculation of Activation:
a) Theactivation level f an input unit isdetermined by the instance presented to
the network.
b) Theactivation level O; of a hidden and output unit is determined by:

O,-:F(ZV\/,-iOi-ej)i ....... (1)

Wherei vary from 0to N input neurons, j variesfrom 1to L hidden neurons,
Wi isthe weight from an input O;, 6; isthe node threshold,and F isthe sigmoid

function:
Fl@= v (1+€?) (2)

3. Weight Training:
a) Start at the output units and work backward to the hidden layersrecursively.
Adjust weights by:
V\/ji (t+1):VVji (t)+AVVji ....... (3)

Where W;i(t) istheweight from unit i to unit j at timet and A Wj; isthe weight
adjustment.

b) The weight change is computed by:
A VVji =N 61' o (4)
Where n isatrial independent learningrate (0<n<1) and 9; is the error
gradient at unit j. Convergenceis sometimesfaster by adding a momentum

term (a):
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Wi (t+) =W, (1) +n & O+ o { W; (1) -W; e-2)y L (5)
Where0O<a<1.

c) Theerror gradient isgiven by:
* For the output units:

5=0(1-OXT-¢) (6)

Where T isthedesired (target) output activation and O; isthe
actual output activation at output unit j.

* For the hidden units:
0 =Gi(1-G) ¥ o« Wkkj ....... @)

Where oy i stheerror gradient at unit k towhich a connection pointsfrom
hidden unit j, k variesfrom 1 to M output neurons.

d) Repeat iterations until convergence in terms of the selected error criterion. An
iteration includes presenting an instance, calculating activations,and modifying
weights.

Astheiteration progress, the network repeatedly cycles through the training set. The
parameters n and a help provide an accurate approximation of the unknown mean
squared error (MSE) minimum. lterations must be continued until an apparent
decrease in the maximum M SE to an acceptable level is observed:

P M
|\/|S|5:(1/|\/|.F>)zz(le,-k-okj)2 ....... (8)
Where P isthetotal number of training patternsand M istotal number of epochs. The

following steps show how to derive the equation (4):
- The backpropagation procedure minimizestheerror criterion E:

E=05Y(T,-Q;)*> 9)
J
But:
AW =-n(E /W) (10)

- By using the chain rule, we obtain:

0E /0W;i = (OE /0Oy )( 00 foW;) L (11)
- In the case when unit j isan output unit:

O =(Tj-O)F' ety L (12)

oE /0G;=-(T;-G) (13)
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o0 oW, = F" (netpyos L (14)
Where: netj=3 W;i O
- ThUS, O0E /aVV“ =- 5]' o (15)

So, weobtain: AW, =ng; O

MATLAB Software

The MATLAB 7.8 software was used for developing the backpropagation ANNS.
MATLAB is a high-performance language for technical computing, it integrates
computation, visualization, and programming in an easy-to-use environment, where
problems and solutions are expressed in familiar mathematical rotation. MATLAB is
an interactive system whose basic data element is an array that dose not required
dimensioning (an array-oriented language). This allows formulating solution to many
problems| 8,33].

Network Architecture:

One of the most important issues in the development of an ANN moddl is its
architecture, i.e. the determination of the input and output variables, number of hidden
layers, and number of neurons (nodes) in each hidden layer. The architecture of the
ANN modé has significant effect on the success of the developed model [5,9,31].

Usually, an ANN with too few hidden layers is unable to learn sufficiently from
training data set, whereas an ANN with too many hidden layers will allow the network
to memorize the training set instead of generalizing the required knowledge for unseen
patterng 29 ]. Haykin [ 5] recommends using two hidden layers, the first one for
extracting local features and second onefor extracting global features.

The number of neurons (nodes) in the middle (hidden) layers can be varied
depending on the complexity of the problem and size of the input information. Nelson
and lllingworth recommended that a maximum of 4 nodes in the hidden layer be used
for each input node [3,4]. The results of many studies [6,29] are apparent that thereis
no significant advantage of using more than three hidden layers. Therefore, the
number of hidden layersarevaried from 1 to 3 with each layer having between 1 and 4
nodesfor each input node.

A network with two hidden layers( 4-layered network) was used in this study. The
typical backpropagation network used in this study is shown in Figure 1. This network
has one input layer, one output layer, and two hidden layers between them. So several
two hidden layer architectures are studied and tested to obtain the best results with the
node threshold (bias) 6; equal to one . The performance criterion used in this study
focuses on the measured in number of iterations and mean squared error (MSE). For
each run, a failure occurs when the network exceed the maximum iteration limit of
10000 epochs. Six ANNs were proposed. These networks had two hidden layers of
different number of nodes and sigmoid activation function was used for all nodes.
While, other network parameters were kept same. Figure 2 depicts the MSE for the
proposed networ ks with respect to the output parameters. Where the number of epochs
run of 2000 and learning rate of 0.3 werefixed.
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Finally, the best results are obtained by an 4-layered of 10-20-10-3 network structure,
i.e. 10 nodesin theinput layer, 20 nodesin thefirst hidden layer, 10 nodesin the second
hidden layer, and 3 nodesin the output layer.

Output

Hidden Layer2

Hidden Layerl

Input

Figure 1. Typical Backpropagation Artificial Neural Netwok.
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Mean Squared Erro
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0.05 4— —

Asphalt Content Passing No.4 Sieve Passing No0.200 Sieve

Figure2. Mean Squared Error for Different Two Hidden Layers Networks According
to Output Parameters.
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Study Data

Certain conditions must be satisfied to meet the success of the study model [1,3]:
there should be a large number of input variables and large amount of data that can be
used for both training and testing, and the effect of the input variables as well as the
interaction among them should not be straight-forward.

The available of 350 data records ( use both existing HMA data available and
gathered from laboratory tests curried out from 2005 to 2010 in Highway Lab.) are
used by MATLAB 7.8 software to develop the ANN . Where the data are normalized to
fall between 0 and 1. Normalization is a common technique used in backpropagation
network asthe sigmoid transfer function work best for values that lie between 0 and 1.
Thesedata aredivided into two sets:

1. Training set: used to deter mine the network weights, where 225 records are used
to develop the network.

2. Testing set: used to verify the effectiveness of the stop criterion and to overcome
network over-fitting , then to estimate the network performance. Remaining 125
records are used as input for testing the trained ANN ,also these records helped
for validating the network.

In this work, the input layer will have 10 nodes corresponding to the Marshall
Properties and requirements of HMA mixtures. All these properties must meet the
requirements of the General Specification for Roads and Bridgesin Iraq for binder and
surface courses[34]:

1. Acceptable Marshall Stability.

2. Acceptable Marshall Flow.

3. Acceptable percent of air voids.

4. Maximum aggregate size.

5. Upper limits of percent asphalt content.

6. Lower limitsof percent asphalt content.

7. Upper limits of percent passing No.4 sieve.

8. Lower limitsof percent passing No.4 sieve.
9. Upper limits of percent passing No.200 sieve.
10. Lower limits of percent passing No.200 sieve.

Marshall stability test is used in accordance with ASTM D1559[35], which measures
thefirst two parameters. For the third parameter, (% air voids), two different measures
of densities of HMA mixture are taken in accordance with ASTM D2726 [35]: Bulk
specific gravity and theoretical maximum specific gravity. The last seven input
parameters are based on Iraqi standard specifications or job mix formula requirements.
Critical sieves, asinput parameters, for quality control of HM A mixturestend to bethe
maximum aggr egate size, the 4.75 mm (No.4), and 0.075 mm (No.200) sieve.

The output layer will have 3 nodes corresponding to certain quality characteristics of
HMA mixtures, asquality control parameters:

1. Predictive percent asphalt content.
2. Predictive percent passing No.4 sieve.
3. Predictive percent passing No.200 sieve.

In this study, to meet the acceptability of the HMA mixtures based on aggregate
gradation (output parameters), the values of percent passing the 4.75 mm (No.4)sieve
and the 0.075 mm(No0.200) sieve are used, The analysis of these two critical sieves will
provide a good indication of the effect on the remaining sizes. The target error for each
output parameter shall be less than the allowed tolerance in accordance with Iraqi
general specificationg34].
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Results and Discussion

As shown in Figure 3, the output parameter results of the selected network (10-20-

10-3) run are present as a square matrix of dimension 3x3. The values of the nine
elements of this matrix are designed to be 0 or 1. Where the diagonal elements, aii,a
and ags, are represent the output parameters, predictive percent asphalt content,
predictive percent passing No.4 sieve and predictive percent passing No.200 sieve
respectively. Also, each value of these three elements refers to the acceptability of that
parameter in the tested HMA mixture, i. e. passed para- meter when diagonal element

value equal to 1 and failed when value equal to 0.

: —
AImport Wizard i
Select Column Separator{s)

O Eomme @ Space () Semicolon (O Tab (O Other Mumber of text header lines: 0
Preview of CiiDocuments and SettingshSTSY My Documents\MATLAB acceptability HMAYoukput_acceptability-train. datk
100 output_acceptability0xZDkrain
o 10 1 o] =
oo 1 1 1 u] o
2 o 1 o
3 u] u] 1

3 —
SImport Wizard — Eg
Select Colurmn Separator(s)

O Eomme @ Space () Semicolon () Tab (O Other Mumber of text header lines: 0
Preview of CiDocuments and SettingsiaT 3y Documents\MATLAB acceptabilicy HMA oukput_accebtapility-test. dak
oo 1 outpuk_accebtapility0xZDkest
o 10 1 2 a
oo 1 1 o u] 1
2 o 1 o
3 u} u] 1

Figure 3. Samples of the Study Network Output Results

The acceptability of any HMA mixture is determined according to the values of the
matrix elements. If only the diagonal elements are each equalto unity while all off-
diagonal elements are zero (identify matrix), the mixture is meet the required

a7



Taha: Evaluation of the Acceptance of theHot Mix Asphalt Paving Mixture

specifications and the mixture is passed. Otherwise the mixture is failed. The cause of
each failure can berecorded according to:
1. Thediagonal element that having the value equal to zero refersto the deficiency

of the specific output parameter to meet the requirements.
2.The off-diagonal element that having value equal to unity refers to the type of

deficiency. When this off-diagonal element is below the diagonal, the result of the

specific output parameter is less than the lower limit of the requirement. But, when
this off-diagonal element is up the diagonal, the result of the specific output parameter
ismorethan the upper limit of the requirement.

Figure 4 shows the MSE values for all output parameters increased dightly as the
learning rate increased from 0.10 to 0.25. No noticeable change in the magnitude of the
M SE values for learning rates between 0.25 to 0.4. When learning rate increased above
0.40, the M SEs decreased dlightly. Also, this figure indicates that the M SE values for all
output parameters remained between 0.10 and 0.12 . Therefore, learning rate of 0.30
was used in the study.

= Asphalt Content —a—Passing No.4 Sieve =& Passing No.200 Sieve
0.118
0.116
S
m
3
§ 0.114 \
é 0.112
y " \\
4/ \'\>
0.11
0.1 0.15 0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.55 0.6 0.65
Rete of Learning

Figure4. Mean Squared Error With Respect to L earning Rate for the Output
Parameter s of the study Network.

The selected network was trained for several epochs (the node threshold (bias) 6;
equal to one) with respect to the MSE ,as presented in Figure 5, and the M SE against
the number of epochs ( at the same learning rate ) for the predicted values of each
output parameter are shown in the Figure 6. This figure shows that the training
converged or the MSE decreased as the number of epochs were increased. With 1250
epochsand more, the M SE decreased dlightly.
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Figure5. Mean Squared Error and Numbers of Epochs Relationships
During the Study Network Run.
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Figure6. Mean Squared Error at Different Numbers of Epoch Output Parameter s of
the Study Network.
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Figures 7, 8 and 9 , describe the predicted values (outputs) versus the actual values
(targets) of percent of asphalt, passing No.4 sieve and passing No.200 sieve respectively
for both training and testing phases. The smaller spread of theresult points would mean
that predicted values of the output parameters are closer to the actual values and hence
errors are small and vice-versa. These insignificant levels of MSE and high values of
coefficient of determination (R?) are a good indication to degree of the applicability and
acceptability of the network performance.

0.9 3

0.7 54

0.6

*\oo
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®

0.2

0.1
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Predicted Asphalt Content

Figure7. Actual Versus Study Network Predicted Asphalt Content Values.
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Figure 8. Actual Versus Study Network Predicted Passing No.4 Sieve Values.
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Figure9.Actual Versus Study Network Predicted Passing No0.200 Sieve Values.
Conclusions and recommendations

This study examined the use of the backpropagation artificial neural network with
MATLAB softwarefor determining the acceptability of the HMA mixtures based on the
prediction of the asphalt content and aggregate gradation, using the Marshall
properties and specification requirements of these mixtures. According to the study
results, the following conclusions and recommendations can be drawn:

1. As far as the present study is of concern, it developed the appropriate network
structure which had the best performance with only 3 output parametersin the
output layer. When the number of the output parameters are increased, the
network structure and its operation became more complicated due to the
increasing of the required number of nodes in the input layer ,which mean the
necessary need to increase the number of hidden layers and their nodes. As a result
of thisincreasing, many problems may be caused related to network performance,
speed of convergenceor over-fitting failure.

2. This method can be used as an appropriated method for laboratories conducting
quality control test and performing independent assurance, verification and
acceptance testing.

3. Backpropagation was selected as the learning and training algorithm for ANN ,
because of its simplicity, strength in extracting useful information from examples,
and its ability to store information in the form of connection weights. This model is
easy to understand, and can be easily implemented as a softwar e simulation.

4. Use of this method will be provide health and environmental benefits, cost saving,
shorter test times and more acceptance results.

5. More work and development efforts still be required to evaluate this method under
all conditions and limitations with various paving materials. Other efforts should
also focus on the applicability and acceptability of the developed network to other
pavement data.

51



Taha: Evaluation of the Acceptance of theHot Mix Asphalt Paving Mixture

6. Future studies and efforts may be needed on investigating other types of ANN
models and algorithms for analysis ,design and testing problems in pavement
structure ,materials and construction.
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