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ABSTRACT

The fault diagnosis of electric vehicle motors is one of the exciting topics, and machine learning-based artificial
intelligence proved its worth in this field. The primitive methods of machine learning, such as the support vector machine
(SVM) and Artificial nural network (ANN) suffered from feature extraction problems, the efficiency of the system depended
on the quality of these extracted features until deep learning and deep neural networks came to solve This problem,
Although the efficient performance of the deep neural network, it needs excellent experience in selecting parameters and
building the structure of the neural network. The emergence of deep reinforcement learning, capable of handling raw data
directly and constructing end-to-end systems to link raw fault data with its corresponding mode, represents a significant
advancement in the field of machine learning. Furthermore, deep reinforcement learning exhibits greater intelligence
compared to previous methods. In this Research, Deep reinforcement learning will be applied in diagnosing inter-turn
short circuit faults and finding the level of fault in the built-in wheel permanent magnet synchronous motor of electric
vehicles. The proposed method proved highly effective for detecting faults, with an efficiency of 99.9 % and has a promising
future in building a general system capable of predicting faults in the early stages.
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1. INTRODUCTION high speed[4][5], Despite the advantages these

Diagnosing faults of electric motors used motors possess, they are prone to several faults. The
in electric cars is one of the interesting topics these higher  (power/torque) profile, the higher
days due to the increasing demand for these (mechanical/ thermal) stress, and this makes it
cars[1],[2]. With the general orientation of the vulnerable to faults[6], The most famous of these
world's governments to solve the problem of global malfunctions and the most frequent is the
warming, most of the manufacturers of these cars occurrence of inter-turn short circuits in the stator
increased production, for example, sales increased windings, and in general, the percentage of stator
between 2016 and 2017 by 54%, and a significant faults is about 38% of the total faults that affect the
change is expected in the percentage of electric cars motor [7]. Several reasons lead to inter-turn short
use in the next fifteen years[3], so there was a need circuits, including the breakdown of the insulators
to think about increasing The safety of electric cars of the stator windings, overheating, running for
and the protection of people inside them, through long periods, and aging[8]. The Inter-turn short
early detection of malfunctions that can occur in the circuit (ITSC) faults start in the form of a simple
motors of electric vehicles. The permanent magnet fault and develops quickly into a severe one, and
synchronous motor (PMSM) is one of the most this makes the motor draw a higher current, which
common types of electric motors used for electric leads to an increase in the motor temperature
cars because of their characteristics that distinguish significantly leads to break down the machine,So
it from other motors, as it has high efficiency, small as described above, even a minor inter-turn short
size, high torque-to-current ratio, durability, and circuit may develop into a severe one, so it is
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necessary to detect it in the early stages[9]. The
topic of detecting faults in electrical machines has
been and remains a subject of extensive discussion,
arousing the interest of researchers, the research
papers in the field of machine learning in detecting
and diagnosing faults are demonstrated. Yaw
D.Nyanteh used an Artificial neural network(ANN)
to detect stator winding faults in the permanent
magnet synchronous motor by taking the current
signal for different cases of faults and finding the
zero component of the current signal then training
the neural network based on these data to detect
faults and their severity level[10]. Young-Woo
Young used a support vector machine (SVM) and
fast Fourier transform (FFT) to detect the faults in
the internal windings of the stator, as well as the
demagnetization fault in the permanent magnet
synchronous motor[11]. Siyuan Liang used the
Sparse representation method to extract features
from sensor data and then used the Support vector
machine (SVM) to detect the inter-turn short circuit
fault[12]. The traditional methods using simple
machine learning such as SVM), (ANN), and so on
suffered from the problem of extracting features
that need expert experience, as well as they need
long training time to get better results also these
methods have a low level of intelligence so the
efficiency of the model depends on the quality of
the extracted features. The development in the field
of artificial intelligence and the breakthrough
achieved by deep learning made it a focus of
researchers’ interest, especially in the field of fault
detection. Deep learning solved the problem of
extracting features as the multiple layers that make
up the neural network can learn better and deal with
complex data. Wang Chio Sheng Used one of the
deep learning approaches to detect faults in a
permanent magnet synchronous motor using one-
dimensional convolutional neural networks. (1D
CNN)[13]. I-His Kao wused wavelet packet
transformation with a convolutional neural network
(RNN) to detect faults that occur in bearings as well
as demagnetizing faults[14]. Although deep
learning algorithms solved the problem of feature
extraction and achieved good results, it also needs
experience in building the structure of the neural
network used, as well as hyperparameters that
achieve the desired result. Additionally, diagnosing
faults using deep learning is often perceived as less
sophisticated since it primarily relies on supervised
learning, which simply fits input data to
corresponding outputs. Therefore, there's a
necessity to explore more intelligent systems
capable of detecting faults solely based on raw data,
without requiring specialized expertise in extracting
features or selecting optimal hyperparameters. The
emergence of deep reinforcement learning,

resulting from the integration of deep learning and
reinforcement learning, has marked a significant
breakthrough in the field of artificial intelligence.
This approach combines the perceptual capabilities
of deep learning with the decision-making abilities
of reinforcement learning, bringing it closer to
human behavior.[15] . It showed a high
classification efficiency as it can directly deal with
the raw complex data and link the faulted data with
the associated fault mode.[16],[17]. Deep
reinforcement learning was able to achieve many
successes, the most important of which was in the
field of electronic games, where a smart robot using
DRL was able to overcome the world champion in
the game Go[18], This opened the door to the
application of DRL algorithms in many fields.
Deep reinforcement learning achieved great success
In controlling robots, as well as in computer games
and recommendation systems[19],[20] and had
successes in the field of electrical engineering, it
was used in solving the problems of residential
smart grids and power system management, as well
as in building an optimal control system for the
HVAC system[15]. Recently, Ding Y, Ma [21] used
DRL to detect mechanical faults in induction
machines and by using the vibration signal. The
researcher used sparse auto-encoder (SAE) as one
of the deep learning techniques and was able to
achieve good performance and high efficiency.
Based on our literature survey none of the
researchers used of DRL detecting electrical faults
Such as inter-turn short circuits in permanent
magnet synchronous motors f used in electric
vehicles. In this paper, a novel method is used,
using deep reinforcement learning and using a deep
convolutional neural network (DCNN) as agent
policy, whereby DCNN can extract features from
fault data better. The proposed method has been
compared to the previous machine learning-based
fault detection methods, and the advantages of this
method can be summarized as follows.

1- The system that depends on deep reinforcement
learning can achieve excellent performance in
detecting short circuit faults under different
working conditions such as speed change, load, and
the presence of noise in the signal.

2 - It can detect and classify fault severity levels
with high accuracy, as the results were analyzed
using the classification report and the Confusion
Matrix.

3- It can sense malfunctions in the early stages with
high efficiency, thanks to the presence of the feature
of awareness provided by deep learning, it can
extract features from the fault data as well as the
decision-making feature provided by reinforcement
learning, which depends on the principle of reward
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and punishment, and thus the system becomes
closer to human behavior.

The rest of the research paper will be
organized as follows. The second part will deal with
a brief explanation of the convolutional neural
network (CNN) as well as the theoretical
background of deep reinforcement learning (DRL),
in the third part it will explain the data acquisition
system as well as the approved dataset, in the fourth
part the method used will be explained as well as
the analysis of results, while the fifth part will be
about the most important conclusions.

2.METHODOLOGY
2.1 Convolutional Neural Network (CNN)

CNN is one of the most famous types of
neural networks, as this type of network contains
several hidden two-dimensional layers and it
mainly consists of five parts: the input layer, the
convoluted layer, the assembly layer(pooling
layer), the fully connected layer, and the output
layer. The convolutional neural network is mainly
used with images and it has many advantages
compared to the ordinary neural network as it can
extract features by itself through the convolutional
layer. The following is an explanation of the
working of the layers of a convolutional neural
network[22],[23][24].

A CNN usually contains two convolutional
layers and two pooling layers. The number of these
layers and the filter size are chosen in proportion to
the problem to achieve the highest efficiency.
Calculating the training speed and computing
performed by the computer, as well as an overfitting
condition may occur, which negatively affects the
performance of the algorithm in practice[25],[26].
The CNN architecture used for bulding the DRL
agent is as shown in Fig.1.
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Fig. 1 CNN architecture used for building the DRL
agent
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2.2 Reinforcement learning (RL) and Deep
reinforcement learning (DRL)

Reinforcement learning algorithms are
based on the principle of reward and punishment, as
they differ in the way they work from simple
machine learning algorithms and deep learning
algorithms, as they are closer to human behavior.
Reinforcement learning (RL) is based on 4 basic
concepts: action, environment, reward, and state.
As shown in the Fig.2, the agent takes a certain
action based on the coming observations from the
environment, and based on this action, he will
receive a reward or punishment. Through trial and
error, the agent will learn the best policy for taking
action in each given state inorder to maximize the
accumulated reward. Although reinforcement
learning algorithms have achieved success, they
remain confined to a specific framework, as they are
unable to deal with complex problems that need to
extract features from raw data. The emergence of
deep learning in recent years and its ability to deal
with raw data directly is able to extract features
from the data, whereby using deep learning it is
possible to make an end-to-end model and
generalize this model so that the programmer does
not need to have high experience in the problem, so
when combining deep learning with reinforcement
learning, we will get what is known as deep
reinforcement learning (DRL), which depends in its
learning on the principle of reward and punishment
provided by reinforcement learning and on the
ability to extract features from the raw data
provided by deep learning, and thus we will get an
intelligent agent capable of dealing with complex
problems (high-dimensional data ) and learning
better. The success of (DRL) in beating the world
champion in the game of Go and achieving great
success in 49 other games[18],[27], sparked the
enthusiasm of researchers to explore his ability in
other fields such as robotics[28], self-driving
cars[29], smart grids[30] and finance[31]. The
DQN algorithm is one of the most powerful DRL
algorithms that can be used in fault detection, as the
agent takes discrete actions for each environment
state and can learn a successful policy based on the
DNN that can deal with the raw data directly.

Reward |

State “ Action

Agent

Fig. 2 Reinforcement learning architecture
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2.3 Q-learning

The Q- learning algorithm is one of the
reinforcement learning algorithms, which is a
model-free algorithm. This algorithm creates a table
to calculate the maximum expected future rewards,
where the columns in this table represent the actions
and the rows represent the states, this table is called
a Q-table, and the value of each cell in this table
represents the greatest expected reward that the
agent can get based on A specific action and state Q
(a, s). The agent chooses the action that has the
largest equivalent value from the Q-table. When
this action is executed, the agent will get a reward
or punishment accordingly, then the algorithm will
update the table by using the Bellman equation as
follows[21].

Qnew (5a) = Q(spa) + a [Rt+1 +
ymaxQ(si1,a) = Q(se,ar)| 1)

where Qnew (at ,St )is the new value after updating
for a given procedure and condition, Q(a, St ) is the
current value, o is the learning ratio, and Ry+1 is the
reward for a given action a; and state s, y the
discount factor , mng(stH,a) is the greatest

expected future reward. The Bellman equation
updates the table after every action taken by the
agent. This action taken is based on the largest
expected value of the future reward, where the agent
calculates the expected reward for each action in the
table, depending on the Q-learning algorithm, using
the Q function equation as follows.

Q™ (st ar) = E[Req + YRerz + VP Reps + - |

Where Q™ (s;, a;) is the Q value for given state s;
and action a;, Ry is the reward for each time step, y
is the discount factor.

2.4 Deep Q-network (DQN)

The  DON algorithm  combines
reinforcement learning with deep learning, and it
can be considered comprehensive reinforcement
learning that is able to deal with higher-dimensional
data, where deep learning extracts features from
complex data and works to find an approximate
function that links states with the actions. One of
the deep learning algorithms can be used in building
the agent like CNN, SAE as well as RNN and then
the reinforcement learning makes the decision
based on the Q-Table, DQN was shown for the first
time using CNN to find out the features in the image
frames taken from the games [20]. The DQN
algorithm has solved the problem of the
reinforcement learning and the Q-Learning
algorithm, as the table used in the Q-Learning will
be very large when solving complex problems in
order to find the value of Q for each state in the
environment, and this means a very long training
time in addition to the need for capacity high
computability. Using the DQN, the neural network
works to find an approximation function for the Q
values. The action and state as well as the reward
for each time step are stored in memory and this
information is used to train the neural network and
adjust its weights continuously until the optimal
values are reached.Fig.3 represents the basic
structure of deep reinforcement learning used for
fault detection.
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Fig. 3 DRL structure used for fault detection
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2.5 Data Acquisition

A build-in  wheel permanent magnet
synchronous motor for electric vehicles was used.
This motor has a capacity of 1500 watts, 60 volts
and 48 poles, the motor was installed on a base and
the brakes were added in order to simulate the
change of load on the motor as shown in Fig.4 ,
current transformers were used with a conversion
ratio of 100 ampere to 50 milliamps In order to take
the current signal in sine wave form from the motor
feed lines to the microcontroller, an Arduino
microcontroller of the DUE type was used, as it has
high accuracy and speed in data collection,
depending on the Nyquist theorem, the sampling
frequency Must be greator than or equal to the basic
frequency of the motor, and since the motor It
depends on changing the frequency and voltage in
order to control the speed, as the frequency at the
full load speed reaches 200 Hz, so the sampling
frequency must not be less than 400 Hz in order to
get a good signal, and the higher the sampling
frequency, the higher the signal quality, this serves
the system in discrimination Between the faults
signals and the normal signals. The sampling
frequency was chosen within the limits of 4000 Hz
in order to obtain high signal quality and in
accordance with the ability of the Arduino device
used. The Coolterm program was used to convert
the data taken from the Arduino into Excel format,
so that the system designed using DRL can deal
with it and train on it later.

The data has been divided into four types, normal
data with no faults(H), data with fault of the level
1(F1) , fault level 2(F2) and fault level 3(F3), as
they were taken in different cases of changing
speeds and loads on the motor, as shown in the
tablel. The signal was divided into segments, as
each segment contains 400 samples that are entered
in the form of an image into the system, after
adjusting its dimensions, it is considered as one
sample. each of F1, F2, and F3 describes the case of
three levels of inter-turn short-circuit fault between
the stator windings of the motor, where the severity
of the faults varies according to the value of the
fault resistance (Rf) used and as shown in the table
1 and Fig4.the thee phase current signals of all these
cases shown in Fig.6, Fig.7, Fig.8 and Fig.9

Fig. 4 inter-turn short circuit fault mechanism.

Table 1:fault data description.

Fault
Label Resistance Training Testing Total
(RF) samples | samples
Q)
H Inf 6420 336 6756
F1 1 5222 275 5497
F2 15 5222 275 5497
F3 2.2 6030 302 6332

o

Fig.5 The experimental setup of the entire fault
diagnosis system.
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Three phase current signals during normal condition
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Fig.6 Three-phase current signals of the motor
during normal operation.

Three phase current signals during inter-turn fault(F1)
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Fig.7 Three-phase current signals of the motor

during the presence of inter-turn short circuit fault
of the first level (F1).

Three phase current signals during inter-turn fault(F2)
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Fig.8 Three-phase current signals of the motor
during the presence of inter-turn short circuit fault
of the second level (F2).
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Fig.9 Three-phase current signals of the motor
during the presence of inter-turn short circuit fault
of the second level (F3).

3. THE PROPOSED DRL

The process of detecting and diagnosing
faults is one of the classification problems, which
needs a classifier capable of linking the data
corresponding to each fault with its corresponding
mode. Classification problems can be represented
in the form of a guessing game in deep
reinforcement learning because this type is
designed to deal with games, as it is suitable for
problems that need Sequential decision-making. To
build the system according to the concept of
reinforcement learning, we need an environment,
agent, reward and punishment, and defining
possible actions. The environment will consist of 4
types of data (H, F1, F2, F3) in the form of images,
as each image is 400 samples taken from the current
sensor, the agent is a smart body that depends on
deep reinforcement learning. This agent takes a
specific action every time and learns based on the
reward he gets from this action. If the action taken
is correct, this means the agent was able to guess the
type of fault, then the agent will get a reward of +1,
but if the guess is wrong, the agent will get a reward
of 0. There are four types of actions that can be
taken by the agent, which are the number of types
of data available, which are (H, F1, F2, F3).in each
time step, (State, actions, reward, next state) will be
stored in the memory and then the stored data will
be used to train the deep g network and then update
it. The agent will try to learn an optimal policy that
will enable him to correctly guess the type of fault.
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starting the training

Obtaining the raw data
from the current sensors

Save the trained model for
testing

Normalize and label the
data

Segments the data

Training ends

Build guessing game
environment

Building deep
reinforcement agent using
CNN polic

starting the game, the
game will randomly display
one of the faults data

The agent will take a
specific action( at )
accordingto epsilon
greedy policy to find out
the type of fault

Taking aminibatch of data
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The agent will observe the
state (st) after each action,

as well as the value of the train the convoluted neural

reward network CNN

State, action, reward, next
state ) will be stored in the
memory

The game will randomly

display the next fault data

Fig.10 The flowchart of the proposed DRL
method.

4. RESULTS AND DISCUSSIONS
The process of detecting faults goes
through two stages, where the proposed system is
first trained on the available data from the sensors,
and then comes the stage of testing the system to see
its effectiveness. The data has been divided into
training data and test data, where 95% of them are
training data and 5 % for the purpose of testing the
system. Since fault detection is one of the
classification problems, it was relied on Confusion
Matrix as well as on Classification Report in order
to monitor the performance of the system. The
classification report includes four indicators that are

used to determine the performance of the
system,namely Recall, Precision, accuracy, and F1
score. The equations governing these indicators are
as shown below.

P =T ®
T e @
acc = % (5)
F1="22 (6)

Where TP is a true positive, which
represents the positive samples that were classified
as positive samples, FP represents a false positive,
which is a negative sample that has been
misclassified as positive, FN stands for false
negative, it means positive samples that were
misclassified as negative, TN stands for true
negative, which are samples that have been
correctly classified as negative. Support is the
number of samples for each class in the dataset.
positive samples are samples that have been
diagnosed correctly, while negative samples are
those that have been diagnosed incorrectly[32].the
classification report that shows these four indicators
is as shown in Fig.7.

precision  recall fl-score  support

I L.00 1.00 1.00 336
1 1.00 1.00 1.00 275
2 0.99 1.00 1.00 21
] 1.00 0.99 1.00 02

accuracy 1.00 1134
Macro avg 1.00 1.00 1.00 1134
welghted avg 1.00 1.00 1.00 1134

Fig.11 Classification report showing the results of
the proposed DRL algorithim.

As noted from the classification report, the
overall efficiency of the proposed system that uses
the deep reinforcement learning algorithm is close
to 100%. In order to know the performance of the
system more accurately and to know the efficiency
of detection for each level of fault, the Confusing
Matrix was used as shown in the Fig.8, where the
vertical axis refers to the real types of faults, while
the horizontal axis refers to the types of faults that
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were predicted by the system. The diagonal
represents the percentage of correctly predicted,
while the rest of the cells represent the percentage
of predicting incorrectly.

-10

-08

-06

-04

-02

(SVM), Random Forest, and Decision Trees are
considered inefficient when used without auxiliary
methods to extract appropriate features from the
data, while deep learning can automatically extract
features and perform well in fault detection.The
proposed system using deep reinforcement learning
is considered smarter because it uses perception and
decision-making together and can perform
excellently. In order to validate the results more
deeply, the proposed system has been trained and
tested in detecting the inter-turn short circuit faults
according to the data of the researcher Wondo
Jung[33]. The following is a description of this
data:

It is a set of data for a three-phase permanent
magnet synchronous motor (PMSM) with
specifications of 1500 watts, 380 volts, 60 Hz, 4
poles, 3000 rpm from Higen Motors, this data
consists of curruent signals as well as vibration
signals for the normal operating state of the motor,
in addition to seven levels of intensity of the Inter-
Turn Short Circuit faults, where only current signals
will be relied upon to detect the fault, as shown in
Table 3.

Table 3: fault data description for the researcher

It is noted from the table 2 that traditional machine
learning systems such as support vector machine

Wondo.
Fault
00 Label Resistance Training Testing Total
Fl F2 F H ' (RF) samples | samples
Predicted (Q)
Fig.12 The Confusion matrix of the proposed DRL normal o0 1856 164 2020
algorithim.
g Fault 6 1715 235 1950
The proposed system, which uses the deep level 1
reinforcement learning algorithm, has also been Fault 5 1844 214 2058
compared with traditional machine learning level 2
systems, as well as with deep learning systems, as Fault 4 1758 217 1975
shown in the table 2. level 3
Fault 3 1751 182 1933
Table 2: comparision wi_th _other machine learning level 4
algorithims. ki 2 1814 165 1979
Decision | Random Support Deep The
Label tree forest vector nural proposed level 5
classifier | classifier | machine | network DRL Fault ! 1864 193 2057
(%) (%) Classifier (%) (%) level 6
(%) Fault 0.5 1768 226 1994
Accuracy | 6275 | 45.5 65.75 96 99.99
level 7
88 28 99 100 99
The confusion matrix in the Fig.13 shows that the
= 67 8 81 99 100 proposed system using deep reinforcement learning
= =5 3 26 58 00 has hlgh_ accuracy in detecting the faults and
determining the severity of the fault also when
3 20 26 37 87 100 testing the system on the data of the researcher
wondo , as the total accuracy of the system reached

96%. , when looking at the confusion matrix, we see
that the system was able to distinguish between the
data in the normal state and the inter-turn short-
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circuit fault levels by 100%, but the accuracy of the
system in distinguishing between the first and
second fault levels(fault levell and fault level 2)
was less compared to the rest of the fault levels, and
this can be improved If the system is trained more
times or the number of training samples is
increased.

Mormal

Actual

fault_level_7 fault_level_& fault_level_5 fault_level_4 fault_level_3 fault_level_2 fault_level_1

Mormal -

fault_level 1 -
fault_level_2 -
fault_level_3 -
fault_level_4 -
fault_level_5 -
fault_level & -
fault_level _7 |

Predicted

Fig.13 The confusion matrix of the proposed
algorithim using deep reinforcement learning
when it was tested on the data of the researcher
wondo.

5. CONCLUSION

Deep reinforcement learning has proven its high
ability to detect faults in electrical machines in the
early stages of their occurrence and determine the
severity of the fault. The environment the agent
deals with was represented in the form of a guessing
game. After playing the game multiple times, the
agent gains the capability to accurately infer the
fault due to its new structure, enabling automatic
feature extraction and decision-making abilities.
This enhanced intelligence sets the agent apart from
traditional fault detection methods in machine
learning, which demand extensive experience in
fault analysis and the construction of tailored
systems. The system designed through deep
reinforcement learning can be generalized and it
can deal directly with the raw data. The accuracy of

-0.8

-0.6

-04

-02

-00

the proposed system using deep reinforcement
learning is 100% in detecting inter-turn short-circuit
faults for the data obtained practically , as the
system proved its ability to distinguish between
three levels The system was also tested on the data
of another researcher, where the efficiency reached
96% in total when distinguishing between seven
different levels of inter-turn short circuit fault.The
performance of the system was also compared with
traditional machine learning and deep learning
algorithms, as the results were proven The
effectiveness of the proposed DRL.

REFERENCES

[1] W. Najem, O. Al-Yozbaky, and S. Khudher,
“Effect of Electric Vehicle Charging Stations on
the Performance of Distance Relay,” Al-
Rafidain Eng. J., vol. 28, no. 1, pp. 133-144,
2023, doi: 10.33899/rengj.2022.135233.1194.

[2] G. Hill, O. Heidrich, F. Creutzig, and P. Blythe,
“The role of electric vehicles in near-term
mitigation pathways and achieving the UK’s
carbon budget,” Appl. Energy, vol. 251, Oct.
2019, doi: 10.1016/j.apenergy.2019.04.107.

[3] J. A. Sanguesa, V. Torres-Sanz, P. Garrido, F. J.
Martinez, and J. M. Marquez-Barja, “A review
on electric vehicles: Technologies and
challenges,” Smart Cities, vol. 4, no. 1. MDPI,
pp. 372404, Mar. 01, 2021. doi:
10.3390/smartcities4010022.

[4] Z. Cao, A. Mahmoudi, S. Kahourzade, and W.
L. Soong, “An Overview of Electric Motors for
Electric Vehicles,” in Proceedings of 2021 31st
Australasian Universities Power Engineering
Conference, AUPEC 2021, Institute of Electrical
and Electronics Engineers Inc., 2021. doi:
10.1109/AUPEC52110.2021.9597739.

[5] B. M. Saied and L. A. Mohammed, “Permanent
Magnet Synchronous Motor Drive Based on

Modified Space Vector Pulse Width
Modulation,” AL-Rafdain Eng. J., vol. 22, no. 4,
pp. 74-87, 2014, doi:

10.33899/rengj.2014.100886.

[6] M. Zafarani, E. Bostanci, Y. Qi, T. Goktas, and
B. Akin, “Interturn short-circuit faults in
permanent magnet synchronous machines: An
extended review and comprehensive analysis,”
IEEE Journal of Emerging and Selected Topics
in Power Electronics, vol. 6, no. 4. Institute of
Electrical and Electronics Engineers Inc., pp.
2173-2191, Dec. 01, 2018. doi:
10.1109/JESTPE.2018.2811538.

[7] S. S. Moosavi, Q. Esmaili, A. Djerdir, and Y. A.
Amirat, “Inter-Turn Fault Detection in Stator
Winding of PMSM Using Wavelet Transform,”
in 2017 IEEE Vehicle Power and Propulsion
Conference (VPPC), IEEE, Dec. 2017, pp. 1-5.
doi: 10.1109/VPPC.2017.8330891.

[8] Y. Zhang, G. Liu, W. Zhao, H. Zhou, Q. Chen,
and M. Wei, “Online Diagnosis of Slight
Interturn Short-Circuit Fault for a Low-Speed
Permanent Magnet Synchronous Motor,” IEEE

Al-Rafidain Engineering Journal (AREJ)

Vol. 28, No. 2, September 2023, pp. 75-85



84 Mohamad Omar Mahfooth: Detection and Diagnosis of Inter-turn Short Circuit ......

[9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

Trans. Transp. Electrif., vol. 7, no. 1, pp. 104—
113, Mar. 2021, doi:
10.1109/TTE.2020.2991271.

V. Nguyen et al., “A Method for Incipient
Interturn  Fault Detection and Severity
Estimation of Induction Motors under Inherent
Asymmetry and Voltage Imbalance,” IEEE
Trans. Transp. Electrif., vol. 3, no. 3, pp. 703—
715, Sep. 2017, doi:
10.1109/TTE.2017.2726351.

Y. D. Nyanteh, S. K. Srivastava, C. S.
Edrington, and D. A. Cartes, “Application of
artificial intelligence to stator winding fault
diagnosis in Permanent Magnet Synchronous
Machines,” Electr. Power Syst. Res., vol. 103,
pp. 201-213, 2013, doi:
10.1016/j.epsr.2013.05.018.

Y.-W. Youn, D.-H. Hwang, S.-J. Song, and Y-
H. Kim, “Detection and Classification of
Demagnetization and Short-Circuited Turns in
Permanent Magnet Synchronous Motors,” J
Electr Eng Technol, vol. 13, no. 4, pp. 1614—
1622, 2018, doi: 10.5370/JEET.2018.13.4.1614.
S. Liang, Y. Chen, H. Liang, and X. Li, “Sparse
representation and SVM diagnosis method inter-
turn short-circuit fault in PMSM,” Appl. Sci.,
vol. 9, no. 2, Jan. 2019, doi:
10.3390/app9020224.

C. S. Wang, 1. H. Kao, and J. W. Perng, “Fault
diagnosis and fault frequency determination of
permanent magnet synchronous motor based on
deep learning,” Sensors, vol. 21, no. 11, Jun.
2021, doi: 10.3390/s21113608.

I. H. Kao, W. J. Wang, Y. H. Lai, and J. W.
Perng, “Analysis of Permanent Magnet
Synchronous Motor Fault Diagnosis Based on
Learning,” IEEE Trans. Instrum. Meas., vol. 68,
no. 2, pp. 310-324, Feb. 2019, doi:
10.1109/TIM.2018.2847800.

Z. Zhang, D. Zhang, and R. C. Qiu, “Deep
reinforcement learning for power system
applications: An overview,” CSEE Journal of
Power and Energy Systems, vol. 6, no. 1.
Institute of Electrical and Electronics Engineers
Inc., pp. 213-225, Mar. 01, 2020. doi:
10.17775/CSEEJPES.2019.00920.

J. Feng, M. Huang, L. Zhao, Y. Yang, and X.
Zhu, “Reinforcement Learning for Relation
Classification from Noisy Data.” [Online].
Available: www.aaai.org

Universita degli studi Roma tre, European
Association for Signal Processing, IEEE Signal
Processing Society, and Institute of Electrical
and Electronics Engineers, EUSIPCO 2018 :
26th European Signal Processing Conference :
Rome, Italy, September 3 - 7, 2018.

D. Silver et al., “Mastering the game of Go with
deep neural networks and tree search,” Nature,
vol. 529, no. 7587, pp. 484-489, 2016, doi:
10.1038/nature16961.

V. Mnih et al, “Playing Atari with Deep
Reinforcement Learning,” Dec. 2013, [Online].
Available: http://arxiv.org/abs/1312.5602

IEEE Robotics and Automation Society and

[21]

[22]

[23]

[24]

[25]

[26]

[27]

[28]

[29]

[30]

[31]

Institute of Electrical and Electronics Engineers,
ICRA2017 : IEEE International Conference on
Robotics and Automation : program : May 29-
June 3, 2017, Singapore.

Y. Ding et al., “Intelligent fault diagnosis for
rotating machinery using deep Q-network based
health state classification: A deep reinforcement
learning approach,” Adv. Eng. Informatics, vol.
42, no. January, p. 100977, 2019, doi:
10.1016/j.2€i.2019.100977.

K. Arulkumaran, M. P. Deisenroth, M.
Brundage, and A. A. Bharath, “Deep
reinforcement learning: A brief survey,” |IEEE
Signal Processing Magazine, vol. 34, no. 6.
Institute of Electrical and Electronics Engineers
Inc., pp. 26-38, Nov. 01, 2017. doi:
10.1109/MSP.2017.2743240.

I. Kandel and M. Castelli, “Transfer learning
with convolutional neural networks for diabetic
retinopathy image classification. A review,”
Applied Sciences (Switzerland), vol. 10, no. 6.
MDPI  AG, Mar. 01, 2020. doi:
10.3390/app10062021.

B. S. Mahmood and S. A. Dawwd,
“Development and Evaluation of two Memory
Architectures for the Hardware Version of CNN
Face Recognizer,” Al-Rafidain Eng. J., vol. 27,
no. 2, pp. 190-197, 2022.

S. Albawi, T. A. Mohammed, and S. Al-Zawi,
“Understanding of a convolutional neural
network,” in 2017 International Conference on
Engineering and Technology (ICET), IEEE,
Aug. 2017, pp. 1-6. doi:
10.1109/ICEngTechnol.2017.8308186.

H. Gu, Y. Wang, S. Hong, and G. Gui, “Blind
channel identification aided generalized
automatic modulation recognition based on deep
learning,” IEEE Access, vol. 7, pp. 110722-
110729, 2019, doi:
10.1109/ACCESS.2019.2934354.

V. Mnih et al., “Human-level control through
deep reinforcement learning,” Nature, vol. 518,
no. 7540, pp. 529-533, Feb. 2015, doi:
10.1038/nature14236.

S. Levine, C. Finn, T. Darrell, and P. Abbeel,
“End-to-end training of deep visuomotor
policies,” J. Mach. Learn. Res., vol. 17, pp. 1-
40, 2016.

F. Pusse and M. Klusch, “Hybrid online
POMDP planning and deep reinforcement
learning for safer self-driving cars,” IEEE Intell.
Veh. Symp. Proc., vol. 2019-June, no. lv, pp.
1013-1020, 2019, doi:
10.1109/1VS.2019.8814125.

H. M. Chung, S. Maharjan, Y. Zhang, and F.
Eliassen, “Distributed Deep Reinforcement
Learning for Intelligent Load Scheduling in
Residential Smart Grids,” IEEE Trans. Ind.
Informatics, vol. 17, no. 4, pp. 2752-2763, 2021,
doi: 10.1109/T11.2020.3007167.

K. Lei, B. Zhang, Y. Li, M. Yang, and Y. Shen,
“Time-driven  feature-aware jointly  deep
reinforcement learning for financial signal
representation and algorithmic trading,” Expert

Al-Rafidain Engineering Journal (AREJ)

Vol. 28, No. 2, September 2023, pp. 75-85



Mohamad Omar Mahfooth: Detection and Diagnosis of Inter-turn Short Circuit ...... 85

Syst. Appl., vol. 140, pp. 1-14, 2020, doi:
10.1016/j.eswa.2019.112872.

[32] R. Zhang and Y. Gu, “A Transfer Learning
Framework with a One-Dimensional Deep
Subdomain Adaptation Network for Bearing
Fault Diagnosis under Different Working
Conditions,” Sensors, vol. 22, no. 4, 2022, doi:
10.3390/522041624.

[33] W. Jung, S. H. Yun, Y. S. Lim, S. Cheong, and
Y. H. Park, “Vibration and current dataset of
three-phase permanent magnet synchronous
motors with stator faults,” Data Br., vol. 47, p.
108952, 2023, doi: 10.1016/j.dib.2023.108952.

ubalital) (53 (pal Jiad) & jaall CAIALY (i juall) 3400 Juas| Landidis g Cids
Grand) §mall alail) o gl 4l gl il all adlal)

Omer_alyousif@uomosul.edu.iq Mohamad.20enp48@student.uomosul.edu.ig

B all (Jia ga cJaa gall daala cdunigll A0S (Al 5o SI dusaigh ?.uﬁ
2023 Jan) 10 1d sl g s 2023 Leole 15 daiiall dlaga; ol 2023 il 6 :piuY) )

yaild
Al Ll U jland) 8 ariiial) Sl udaliaall 53 el 5 S jaall Catlall) il 5 iy Jlae (el AUa el 5 Can) 138

Gsiaa 568 (deep learning) Gaeall alaill il 5385 ( reinforcement learning ) omell alaill <ol )38 (1 ety (3} ( DRL) Gaendl ) jaell alal)
. Grand) aleill a3 5535 Rl AIY) alas a3 )58 Jha AL (k) (e £S5 S) 5 elilaal) s\SH) o pie

LY e3a Aallas &5 e (current transformers) sl < sse (e dedll)l Gl HLAY] e dldie Y5 Jae JSG aUaill ol o3 a8
L Osib A alaaiuly

A piall Alall d0e ) 52 5 ((decision tree) AN 3 s e ) sa Jie A8yLal) Apnlatl) (3 ykal) pladinly Jlaall o Caskl dakaif o eliy o
alaill a3l A as) o4 5 ( DNN) Adendl dpaall 4050 olasin) I (- support vector machine) <leaial aea oUai g (random forest )
. Gaanl)

¢ all plaill 611 48 32 Ja) (e (- cONfUSSION Matix ) gea sill 48 sias 5 ( classification report ) casaill 5 i e laieY) o
LAl 3 kil eeldl 43 jlie s (DRL ) pladiuly

S5 Ll gan (e 5Saal) Jalpall 8 Jlae Y1 (iS5 Sl 4i 58 Gaand) 3 Jaall aibeill il s Lele Jpamnll o5 ) il e Joliy
L Aalide Jsnd Ca g paia <t (laall 481l il glosal) G el 43Sy

;U cladsl

inter-turn short ) <iilslll (w_suadll 5 4l Jhe | (fault detection ) Jihe ¥/ sty ¢ fault diagnosis) Jlbe ¥/ cais
, ( reinforcement learning ) _ii=ol/ oL=ilf | (deep learning) (sl <=3/, ¢ machine learining) ¥/ L3, (Circuit
(deep reinforcement learning ) _iiee/ (Greel/ ale il

Al-Rafidain Engineering Journal (AREJ) Vol. 28, No. 2, September 2023, pp. 75-85


mailto:Omer_alyousif@uomosul.edu.iq
mailto:Mohamad.20enp48@student.uomosul.edu.iq

