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Abstract
          It is well known that the classic image compression techniques such as JPEG 

and MPEG have serious limitations at high compression rate, the decompressed 

image gets really fuzzy or indistinguishable. To overcome this problem, artificial 

neural networks ANNs  techniques are used. In this paper, we propose a bipolar 

sigmoidal backpropagation BBP algorithm to train a feedforward autoassociative 

neural network. The proposed method includes steps to break down large images into 

smaller windows for image compression/ decompression processes. A number of 

experiments have been achieved, the results obtained, such as compression ratio and 

peak signal to noise ratio PSNR are compared with the performance of  linear 

backpropagation LBP and standard (sigmoidal) backpropagation SBP schemes.       
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1. Introduction
        

            Computer images are extremely data intensive, and hence require large 

amount of memory for storage. As a result, the transmission of an image from one 

machine to another can be very time consuming. By using image compression 

techniques, it is possible to remove some of the redundant information contained in 

images, requiring less storage space and less time to transmit [1].   

           Artificial neural networks ANNs have been applied to image compression 

problems, have demonstrated their superiority over traditional methods, when 

providing high compression rate, and high signal to noise ratio [2]. 

          Several literatures were discussed  the subject of applying ANNs to image 

compression in detail as in [1, 3, 5]. Many different training algorithms and 

architectures have been used. Some of the most used algorithms are standard 

backpropagation [5], linear backpropagation [4- 6], and other advanced schemes of 

backpropagation neural networks [7, 8]. Self- organizing maps SOMs neural network, 

which after training acts as a codebook [9]. ART network used for adaptive fussy 

approach [10], and radial basis function RBF neural network [11]. 

         The purpose of this paper is to present a technique for compression of images 

using bipolar sigmoidal nonlinear function with backpropagation algorithm BBP, 

applied to train 2-layer feedforward autoassociative neural network. Results are 

presented for BBP, and compared for both standard (sigmoidal) backpropagation 

SBP, and  Linear backpropagation LBP. The comparison  includes compression rate, 

and the peak signal to noise ratio PSNR (the quality of decompressed image). 

     

        This paper is organized as follows: In section 2, we describe the network 

architecture and activation functions for backpropagation. The image compression 

procedure is presented in section 3. Performance assessments are presented in section 

4. In section 5, a performance comparison among backpropagation schemes is 

performed by the help of some experimental results. Section 6 is dedicated to 

conclusions.

2. The Neural Network

2.1 Architecture 
      

            The Backpropagation (BP) is one of neural networks, which are directly 

applied to image compression. The network structure is illustrated in Figure (1). This 

structure referred to feedforward autoassociative type network. The input layer and 

output layer are fully connected to the hidden layer. Compression is achieved by 

estimating the value of K , the number of neurons at the hidden layer less than that of 

neurons at both input and the output layers.  
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Figure 1. The N-K-N neural network. There are actually connections between    

each of the N neurons in input or output layer and the K neurons of  

                 hidden layer. 

            The input image is split up into a number of blocks, each block has N  pixels, 

which is equal to the number of input neurons see Figure (2)  [6].   

             

Figure 2. Compression of an arbitrarily large image using a neural compressor/  

                    decompressor . 



Al-Rafidain Engineering             Vol.15             No.4                2007 

43

2.2 Activation function  

          In accordance with the neural network structure shown in Figure (1), the 

operation of BP algorithm can be described as follows[12]: 
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Where },....,2,1and,.......,2,1,{ NiKjwji , the connection weights from input 

layer to hidden layer, and },....2,1and,....2,1,{ KjNiwij ,the connection weights 

from hidden layer to output layer. 

)0.1,0.1(,x  denotes the normalized pixel values for grey scale images with 

grey levels ( 0 – 255). (.)f  is a nonlinear activation function. This function is 

sigmoidal for standard backpropagation SBP algorithm, and can be written as: 
                             

                     
xe

uf
1

1
)(                                                   ..…….…(3)   

This function is continuous and varies from 0.0 to 1.0 as u  varies from to .

The gain of the sigmoid , determines the steepness of transition region of the 

function [13]. 

              In this paper, we propose to use bipolar sigmoidal nonlinear function with 

backpropagation BBP, and are given by: 
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This function is also a continuous function and varies from -1.0 to +1.0 as u  varies 

from to . For a linear backpropagation LBP, the activation function is given 

as:
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Where maxu  is a maximum absolute value of u .
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3. Image Compression Scheme 

        The network used for image compression is breaked into two parts as shown in 

Figure (3). The transmitter encodes and then transmits the output of hidden layer ( 

only  K  values as compared to N   of the original image).  The receiver receives 

and decodes the K  hidden outputs and generates the N   outputs. Since the network 

is implementing an identity map, the reconstruction of the original image is acheived 

[14]. 

           In order to get a higher compression, we quantized  the hidden layer output 

into 8 or 16 distinct level, coded on 3 or 4 bits. In that way, the original  N   bytes are 

compressed to 
8

3K
 or  

8

4K
 bytes and getting a high compression rate. To 

decompress a compressed image, the output layer of the network is used. The binary 

data is decoded back to real number and propagated through the N  neurons layer to 

output, then converted from range (-1.0 , +1.0) to positive integer values between 0 

and 255  ( grey level). 

Figure 3. A neural network compression/ decompression pair. 

4. Performance assessments 

           Several significant images were chosen to train the neural networks, each of 

those images had (256 X 256) pixels, and splited up into (32 X 32) blocks, every 

block consist of ( 8 X 8) pixels (eight bits per pixel). Each block fed to ( 64 – 16 – 64) 

neural network in random order see Figure (4a). Once the network was trained on a 

specific image, it performed very well on virtually any other different image see 

Figure (4 b and c). 
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 (a) Neural network – learning phase.

                                            
 (b) (b) Neural network – recall phase.

                                            
 (c) Neural network – generalization test.

Figure (4) Learning, testing processes for compression/ decompression 

                   of image within the artificial neural network.                       
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         The performance of the three backpropagation schemes BBP, LBP, and SBP 

can be assessed by considering the following measurements: 

a. Compression Ratio  [15], and can be defined for a narrow channel 

compression neural network as follows: 

                         
8

:
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N             …..…….…(6)  

           where T  is the number of bits used to quantize each hidden neuron   

            output.     

    b.   Peak Signal to Noise Ratio PSNR [5], is the measure for the quality of  

           reconstructed or decompressed image, and can be define for 256- gray      

           level image with n  blocks of size  N  pixels as follows: 
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                where ijP is the intensity value of pixels in the reconstructed images;   

                 in addition, ijP  is the intensity value of pixels in the original images, 

which are split up into n  inputs (blocks): and, 
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5. Experimental Results and Discussions 

        To test and compare the compression performance of the proposed BBP scheme 

with SBP and LBP schemes, several images are used in the learning phase as shown 

in Fig (5). Then we take Barbara as one of most widely used image for testing image 

compression algorithms. Table ( 1 – 3 ) summaries the experiments results, and 

Figure ( 6 – 7 ) show the compression performance for the backpropagation schemes 

for different neural network parameters. 



Al-Rafidain Engineering             Vol.15             No.4                2007 

47

Table 1.Standard  backpropagation  SPB  on  Lenna   image of (256x256)  pixels.  

              

Dimension 

       N 

Quantization      

      level 

Hidden 

neuron   K 

Compression rate 

                      

PSNR, dB 

64 42 16 8 : 1 21.4 

64 32 16 16 : 1 20.0 

64 42 8 10.5 : 1  20.6 

64 32 8 21 : 1 18.7 

Table 2. Linear  backpropagation  LPB  on  Lenna  image   of (256x256)  pixels.               

Dimension 

       N 

Quantization      

      level 

Hidden 

neuron   K 

Compression rate 

                      

PSNR, dB 

64 42 16 8 : 1 24.2 

64 32 16 16 : 1 21.2 

64 42 8 10.5 : 1  21.5 

64 32 8 21 : 1 20.1 

Table 3.Bipolar sigmoidal  backpropagation  PPB  on  Lenna   image of 

(256x256)  pixels .                
         

Dimension 

       N 

Quantization      

      level 

Hidden 

neuron   K 

Compression rate 

                      

PSNR, dB 

64 42 16 8 : 1 29.0 

64 32 16 16 : 1 25.4 

64 42 8 10.5 : 1  27.1 

64 32 8 21 : 1 24.5 
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Figure (5 ) Four different images used in learning phase of the 

                     neural network.
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Figure (6 ) Testing results for 21:1 compression rate with 64-16-64

     neural network. 



Khalil : Digital Image Compression Enhancement Using  Bipolar Backpropagation Neural  

50

       
       

       

Figure (7 ) Testing results for 8:1 compression rate with 64-8-64     

      neural network.
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As can be seen from Tables ( 1 – 3 ), the three backpropagation schemes 

performed  quite well. The compression rate in the three tables reflected how 

accurately the images were decompressed. The three schemes showed very little 

deterioration of the image quality when using an appropriate number of neurons in 

the hidden layer of the neural networks. As the number of hidden neurons was 

lowered, the greater deterioration in the decompressed images. However, the lower 

the number of hidden neurons, the better the compression  ratio of the image.      

            The images results from testing compression / decompression capabilities and 

performance of there backpropagation schemes are shown in Figure ( 6,  7). All 

images suffered little in quality but no deterioration. A higher peak signal to noise 

ratio PSNR of order of 30 dB was achieved for BBP scheme, and lower PSNR of 

value 19 dB for SBP scheme, for the same neural network parameters. Overall, it was 

found that  superior performance could be achieved with the proposed BBP scheme, 

while the SBP shows inferior performance.  

6. Conclusions 

       This paper has successfully applied bipolar sigmoidal backpropagation BBP to a 

large, complex task.  The results appear to be promising in image compression/ 

decompression problems. It is used to train a feedforward autoassociative network. 

We segmented, compressed, decompressed, and reconstructed various images using 

this method. A number of experiments have been conducted. Results showed that a 

superior PSNR  could be achieved with proposed BBP compared with SBP and LBP.  
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